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Laminar Free Convection Over '"•""! 
Two-Dimensional andAxisymmetrie 
Bodies of Arbitrary Contour 
A rapid computation procedure is described for the prediction of heat transfer in lami
nar free convection boundary layers, either two-dimensional or axisymmetrical, over iso
thermal smooth objects with fairly arbitrary shape. The analysis employs suitable coor
dinate transformation which makes it possible to express the solutions, of the governing 
conservation equations in terms of a sequence of universal functions that depend on the 
fluid Prandtl number and a configuration function. The latter is completely determined 
by the body contour and its orientation relative to the body force that generates the mo
tion. Several of the leading universal functions have been evaluated and tabulated. The 
theory was applied to a number of body configurations and the results compared well 
with published analytical and/or experimental information. Some' new results are also 
obtained for the local Nusselt number over horizontal elliptical cylinders and ellipsoids 
of revolution. 

Introduction 

At the present time, adequate information is available for lami
nar free convection in boundary layers over isothermal objects of 
simple shapes, such as a vertical plate or cone, for which the flow is 
similar. Only a few studies have dealt with bodies of arbitrary 
shape, although their asymptotic behavior for large and for small 
Prandtl numbers is well known. The series expansion method of 
Chiang, et al. [1, 2],1 as extended by Fox [3], is purported to treat 
arbitrary body contours. The method is patterned after the Blas-
ius-Frossling procedure for forced convection and makes use of 
"universal" functions. As in the case of the Blasius series, it is use
ful for blunt objects but becomes impractical for slender bodies 
due to the excessive number of terms required of the series. Recog
nizing the need for a procedure to account for the effects of body 
shape in a general manner, Saville and Churchill [4] proposed the 
use of a Gortler-type series. The solution is also expressible in uni
versal functions. When applied to horizontal, circular cylinders or 
spheres, the series converge faster than the corresponding Blasius 
type expansion. The computed temperature and velocity fields at 
90° and 150° from the front stagnation point showed reasonable 
agreement with experimental data even if only one term 
of the series were used. However, the authors were uncertain 
whether equal success could be expected of other body configura
tions. Unfortunately, this crucial question cannot be readily an
swered due to the lack of information of the universal functions as-

1 Numbers in brackets designate References at end of paper. 
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sociated with the method. In the present study, an alternative ap
proach has been investigated. It is based on the simple notion that 
the body force which sustains the motion can be viewed as an 
equivalent pressure gradient effect in the corresponding forced 
flow. This viewpoint has been used by Acrivos [5] in his examina
tion of the asymptotic behavior of mass transfer rates in laminar 
boundary layer at large interfacial velocities. The results obtained 
to date are very encouraging. 

Problem Statement and Governing Conservation 
Equations 

Consideration is hereby given to the steady, laminar, free con
vection boundary layer flow over two-dimensional or rotationally 
symmetrical bodies of uniform surface temperature Tw situated in 
an infinite ambient fluid of undisturbed temperature T„ as illus
trated in Fig. 1. The coordinate x is the distance measured along 
the surface from the stagnation point S in the direction of main 
flow, y being normal to it. The corresponding velocity components 
are u and v. For rotationally symmetrical bodies, we also introduce 
r which is the radial distance from a surface element to the axis of 
symmetry. 

The conservation equations governing the boundary layer flow 
are well known. They are 

9 jni) 9 (r v) _ . 
dx ay ~~ 

- 9 M 

' dX -arP(T-Tj+ v ^ 
- 9 _ H 

dy 

_dT - 9 T _ 92T 
udx + 'V-T.*^ 

(1) 

(2) 

(3) 

Journal of Heat Transfer NOVEMBER 1974 / 435 Copyright © 1974 by ASME

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



wherein (S, v, K, and T are, respectively, the thermal expansion 
coefficient, kinematic viscosity, thermal diffusivity, and tempera
ture of the fluid, and a-x is the x- component of the local accelera
tion vector in the direction of increasing x. It may be gravitational 
or centrifugal in origin. For convenience of further discussion, we 
write 

« — + v — 
dx d\l Pr 

9V2 

with 

a - = Tfld>(x) { 
-for Tw > T„ 

t-for Tw < Tx 

(4) 

it(x, 0) = vix, 0) = 0, 9{x, 0) = 1 

u(x,°°) — o, e(x,°°) —* 

(12) 

(13c, 6, c) 

0. (Ua,b) 

where a is a positive constant having the dimension of accelera
tion and 4> is a nondimensional function of x. In the gravitational 
field, a = g and 0 = sin a, a being the angle between the gravita
tional acceleration vector and the outdrawn normal to the body 
surface. In writing (2) and (3), it has been assumed that /3| Tw — 
T„| « 1. As has been ably demonstrated by Ostrach [6], the conse
quence of" this assumption is that the dissipative effects and the 
compression work are negligible and that all fluid properties can 
be taken as constants except for the density changes which give 
rise to the motion. The appropriate boundary conditions are 

H (x, 0) = v (x, 0) = 0, T(x, 0) = Tw (5a, b, c) 

«Cv, °°) — - 0, T(x, °°) —>- T„ . (6a, b) 

The conservation equations can be recast into dimensionless 
form by introducing a reference length L, the appropriate 
stretched coordinates, and the normalizing velocities and tempera
tures as defined below. 

x = x/L, r = r/L, v = GvUiy/L, (la, b, c) 

u T> 

In (12), Pr denotes the Prandtl number, vU. It may be noted that 
(11) is valid for either Tw > T«, or Tw < T„. For two-dimensional 
bodies, one needs only to set r = 1. 

In forced flows, the streamwise pressure gradient in the momen
tum boundary layer equation assumes the role of the buoyancy in 
(2). This observation suggests that one may define a hypothetical 
or "equivalent" outer stream velocity function U(x) in such a way 
that 

ap\Tw - T„\<p.= £ / ^ | . 

Or, in dimensionless form, 

<f> = U 
dU 
dx 

(15a) 

(156) 

where U = U/(i> Grl/2/L) and x = x/L as previously defined. Upon 
integration, (156) gives 

U= (2 P 4>dx) M/2 (15c) 

It = , , v 0 V L ) G r t / 2 ' ~ ( v / D G r i / i ' 

e = (T - rj/(Tw - r J , 

(8a, b) 

(9) 

The continuity equation (10) is identically satisfied by introduc
ing a stream function \p(x,y) defined by 

8i/) 

9V 'dx (16a, b) 

where the Grashof number Gr = a/3|Tu, - T „ | L 3 / K 2 . According
ly, (1), (2), and (3) become 

The (x,y) coordinate system is transformed into the Gortler-Mek-
syn system (£,77) according to 

d(ru) + d(rv) = Q 

dx 9y 

8i( , ait , , , 

ox ay 
3fn 
dyfi 

(10) 

(11) 

k= Cr'Udx, TJ = rU 
( 2 | ) i / 2 

(17a, 6) 

and the corresponding dimensionless stream function /(f,ij) de
fined by 

a) Tw> 1, 

S ' S 

Two-Dimensional Body Axisymmetrical Body 

Hx,y)=(2H)inf(t,v) 

is introduced. It follows then 

it = Ti/(vGr1/2/L) = Uf 

v=v/(vGr>^L) = -j£~lf+2^ 

+ (A + 2 i g - i ) n f ] 

where 

9L
CIM = 2 ^ 
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(18) 

(19a) 
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(20) 

Two-Dimensional Body Axisymmetrical Body 

Fig. 1 Physical model and coordinate system 

In (19a,b) and other equations which follow, the prime denotes 
<V/()JJ. It should be noted that A is a function of x only. It is called 
the configuration function since it is determined completely by 
the body shape and its orientation relative to the body force vec
tor. It is analogous to the "wedge" variable in forced flows. The 
outcome of the foregoing transformation is that the momentum 
equation (11) and the energy equation (12) become, respectively, 

f" + if + A[A - (/')2i = n~(^- (21) 
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and 

wi th 

Pr"*e" + n 
d(e,f) 
9(£,J?) 

(22) 

/ ( ? , 0 ) = / ' ( | , 0 ) = 0, 0(?,O) = 1 (23fl,6,c) 

/ («,») 0, e(i,«) 

In. (21) and (22), a( , )/a(£,?j) denotes the Jacobian. The equation 
pair bears a striking resemblance to that given by Merk [7] in his 
study of boundary layer transfer in forced flows. In fact, if one sets 
0 = 1 in (21), the pair becomes formally identical to equations (14) 
and (17) in [7]. Needless to say, in these equations of Merk, /, £, 
and y\ have different meanings. 

For a vertical plate, a = JT/2, ij> = 1, and, accordingly, U = 
(2.v)1/2, i. = (l/3)(2.t)3/2 and hence A = 2/3, a constant. Consequent
ly, both / and 0 depend only on ?; and the Jacobian in (21) and (22) 
vanish. As is well known, the free convection flow is similar. While 
the resulting simplified equations appear different from those 
given by Ostrach [6], it can be demonstrated that the solutions, 
when expressed in terms of physical variables, are identical.2 For 
inclined flat plates, <j> = sin a which is a constant and A remains to 
be 2/3. For vertical, circular cones, A = 2/7. It can be readily shown 
that at the front stagnation point of two-dimensional and rotation-
ally symmetrical bodies, A = 1 and 1/2, respectively, as the wedge 
variable is in forced flows. 

Braun, Ostrach, and Heighway [8] examined families of bodies 
which gave rise to similar free convection flows. They have shown 
that for two-dimensional, isothermal objects, the body contour 
satisfies the relation: 

*L = [1 _ (i!L±iA.)2<m-3,/<m.l,]l/2 ( 2 g f l ) 

dx m 

where m is any constant except for values in the range —\<m < 
3. Since dr/dx = (1 - 02)1/2, it follows that 

<(, = Cn + 1
v)<m-3)/(m,l1 (256) 

Clearly 0 > 0 for the permissible values of m. Using (15c), (17a), 
and (20), one obtains 

A = (m - l ) /w; (25c) 

which is constant and, hence, the flow is similar. Braun, et al., fur
ther noted that for a flat plate m = 3 and, accordingly, A = 2/3 
which agrees with our result. 

S e r i e s S o l u t i o n 
The recent investigation of Chao and Fagbenle [9] for the pre

diction of forced convection boundary layer transfer suggests that 
the appropriate series solutions for (21) and (22) satisfying 
(23a,t>,c) and (24a,b) are: 

M,r,) = /„(A,?,) + ^/M,V) + f^f2(A,v) d? 

dh 

+ U^/3(A,n) + 

d2A 
£( | , ? , ) = 0O<A,»/) + l - r ^ i f A , ? ? ) + ?-r-re2(A,n) 

•dt; de 
+ ( ? ~ ) 2 9 3 ( A ^ ) + -

(26) 

(27) 

2 A second coordinate transformation has been found which leads to mo
mentum and energy boundary layer equations identical to those given by 
Ostrach [6] if they are specialized for the vertical plate. However, their solu
tions in series form are not as satisfactory as those reported herein when 
used for nonsimilar flows. 

Upon substituting (26) and (27) into (21) and (22), followed by 
first collecting terms free of derivatives of A and then terms com
mon to £(dA/d{), £2(d2A/d£2), etc., we obtain a sequence of cou
pled sets of differential equations. The first set is 

/ o " ' + / o / o " + A K (/o')2l 0 

JO -TJD"0 

(28) 

(29) 

0. (24a, 6) with 

/ 0 (A , 0) = / 0 ' ( A , 0) = 0, 0O(A, 0) = 1 (30«, 6, c) 

/ o ' ( A . » ) 0, 6>o (A, °°) 0. (3 !«,&) 

At a given streamwise location, A is fixed. Hence, (28) and (29) can 
be integrated as if they were ordinary differential equations. It 
should be noted that /o and 0o are universal in the sense that, for a 
given A and Pr, they may be evaluated once and for all. 

The second and third sets of equations are 

A'" + M" - 2(1 + A)/o7i' + 3/o"/, + A0, = 2 ^ ^ 

'(32) 

(33) 

(34) 

and 

fi'" + / / / 2(2 + A ) / 0 ' / 2 ' + 5 / 0 " / 2 + A02 

= 2(/, ' / , ' - / „ " / t ) 

P r ' V + / 0 < V - 4/o '02 + 5/2<V = 2 ( / 0 ' 6 1 -fxej) (35) 

with 

/ i ( A , 0 ) = / j ' ( A , 0 ) = 0, 0 ;(A,O) = O (36« ,6 , c ) 

/ i ' ( A , 0, 9,-(A, <») 0 (31a, b) 

where i = 1 or 2. Like /n and 0n> /,'s and 0,-'s are also universal. The 
foregoing three sets of coupled differential equations have been 
numerically integrated for Pr = 0.72, 2, 5, 10, and 100 and for 26 
values of A ranging from 1.4 to 2/7. A tabulation of the appropriate 
wall derivatives of these universal functions for Pr = 0.72 and 100 
is given in the Appendix. Others may be obtained from the au
thors. With these, the local heat transfer rate and wall shear can be 
readily computed by using formulas given in the following section. 
Computer compiled tabulations of the universal functions are de
posited in the Heat, Transfer Laboratory of the University of Illi
nois. With the availability of such information, the velocity fields 
can be evaluated from (19a,6) and the temperature field from (27). 
Details of the numerical procedure, including integration step size, 
methods of iteration, satisfaction of the asymptotic boundary con
ditions, estimation of the numerical accuracy, etc., are given by Lin 
[10]. 

S u r f a c e H e a t F l u x A n d S h e a r S t r e s s 
In technological applications, it is often the surface heat flux q,„ 

that is of the greatest interest. In terms of the local Nusselt num
ber, it is given by 

- J ^ /IwL , - 7 ' ( 2 f ) - 1 / ! f - - ( t 0)1 (38a) 

w h e r e 

^ (£ ,0 ) = e„'(A,o) + ^ e,'(A,o) + ^ e 2 ' ( A , o ) + . . . 

(386) 

and k denotes the thermal conductivity. Although the wall shear 
TW in free convection is usually of secondary concern, some infor-
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Fig. 2 Variations of </> and A over horizontal, circular and elliptical cylin
ders 

mation has been reported in the literature. It can be easily ob
tained from the following expression 
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Tw _ r - i / , U 2 / 3 i . l / 4 L / ( f n) (39a) 

w h e r e 

0({,O)=/,"(A,O)+ s£^/,"(A,0) rfA 

+ ? 2 0 / 2 "{A,O)+ . . . (396) 

and /> is the density. 
It is fitting to reiterate that when A is a constant, the free con

vection flow is similar and the series expansions (26) and (27) have 
only the first term. For nonsimilar flows, the two first terms, f0 

and do constitute the so-called local similarity solution and the re
maining terms in each series, taken collectively, may be regarded 
as "corrections." It is important to recognize that the local similar
ity solution is not unique; it depends on the configuration function 
associated with it. Therefore, it is meaningful only to speak of a 
local similarity solution with respect to a parameter which, in the 
present instance, is A. The series solution referred to in Footnote 2 
also leads to a local similarity solution but it is with respect to a 
different configuration function. For similar flows, the two solu
tions when reflected in terms of physical quantities are necessarily 
identical. This has indeed been found to be the case. On the other 
hand, the two local similarity solutions are not equal for nonsimi
lar flows. Obviously, the corrections just referred to are also differ
ent. Since, in practice, only a very limited number of terms in the 
series is available, the solution which requires a smaller correction 
is clearly preferred and that is the one described herein. 

number, wall shear distribution, temperature, and velocity fields 
agree with those reported by Ostrach [6] to a very high degree of 
precision for all Prandtl numbers investigated. Satisfactory results 
are also obtained for the cone, the rotating flat plate, the horizon
tal cylinder, and the sphere, based on comparisons made with ei
ther known solutions or experiments or both. The results for hori
zontal elliptical cylinders and ellipsoids of revolution are, to our 
knowledge, new. A portion of our findings is briefly presented in 
the following sections. The more complete information is available 
from [10]. 

Long, Horizontal Elliptical Cylinders. Under consideration are 
elliptical cylinders of semidiameters a and b oriented with respect 
to the local gravitational acceleration vector g as illustrated in the 
insert of Fig. 2. Upon selecting 2a as the reference length L, the 
following geometric relationships can be readily established: 

1 /-a 
x = x/2a = ±f ( l - e 2 c o s 2 9 ) 1 / 2 d3 (40) 

Ci 0 

and 

(b = [1 + ( - ) 2 cot2 d}-
1 a 

(41) 

where i) is the eccentric angle and e is the eccentricty given by e2 

- 1 - (b/a) -. The variations of c/> with x for a/b = 0.5, 1 (circular 
cylinder), 2, and 4, are displayed in the upper half of Fig. 2. They 
hold also for ellipsoids of revolution to be considered later. In 
order to apply the present method of analysis, we identify 

A p p l i c a t i o n s 

To examine the usefulness and limitations of the present analy
sis, the results have been applied to a variety of body shapes. They 
include vertical or inclined flat plates, vertical circular cones, a flat 
plate rotating about its leading edge, long horizontal circular and 
elliptical cylinders, spheres, and ellipsoids of revolution. In the 
case of the vertical plate, the computed data for local Nusselt 

U= (2 f <klx)U2 = (1 - c o s S)u (42) 

5 = r Udx = \ f (1 - cos -3)1 

0 <L n 
/ 2 (1 - e2 cos 2 S)l/2d$, 

(2?) 1/2 y (2?)i/ 
;Gr t / 4 i l 

2a 

(43) 

(44) 
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Table 1 Local heat transfer parameter; Nu/ 
Gr'/*, for isothermal, horizontal, circular cylin
der—a comparison of different predictive meth
ods; Pr = 0.70 
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Fig. 4 Temperature distribution in boundary layers around a heated, iso
thermal, horizontal circular cylinder 

and 
A = 2(t>£,/U3. (45) 

The lower half of Fig 2 shows the variations of A with x. With the 
availability of the foregoing information, £(dA/d£) and 
£2(d2A/d£;2) can be evaluated and the results are plotted in Fig. 3. 
Generally speaking, when the magnitude of £(dA/d£) and 
£2(d2A/d£2) are small, the series solution converges rapidly and is 
overwhelmingly dominated by the first term. 

We begin by presenting some results obtained from the present 
analysis for a circular cylinder since experimental data and results 
from other methods are available for comparison. The local heat 
transfer coefficients, expressed in terms of Nu/Gr1/4, are summa
rized in Table 1 for Pr = 0.70. While three terms of the series in 
(38b) have been evaluated, the sum given in the table is based on 
two terms only in order to effect a direct comparison with results 
obtained from the Blasius- and Gortler-type series for which only 

4 5 
(y/R) Gr/* 

Fig. 5 o-velocity distribution in boundary layers around a heated, isother
mal, horizontal circular cylinder 

two terms are available. It may be noted that, at the forward stag
nation point, the flow is similar and all three methods lead to iden
tical results. As d increases from zero, minor discrepancies appear 
and they increase with i9. At 0 = 150 deg, notable differences exist 
among the three methods. Of interest is the fact that the results of 
the present analysis lie between the high value of the Blasius series 
and the low value of the Gortler series. 

The temperature distribution in the boundary layer can be cal
culated in a straightforward manner from (27) using either the 
available tabulated functions or the computer program developed 
in this study. The results for t) = 60 and 120 deg are shown in Fig. 
4. The series was found to be overwhelmingly dominated by the 
first term. Included in the figure are the theoretical results based 
on the two-term Blasius-type series reported in [1] and the mea
sured data of Jodlbauer [11]. Computation was also made for i? = 
90 deg and the results agreed well with the predictions of Saville 
and Churchill [4]. The results of the u- velocity distribution for i? = 
60 and 120 deg are displayed in Fig. 5, along with the experimental 
data of Jodlbauer and of Aihara and Sato [12] as well as those com
puted according to Chiang and Kaye [1]. While the experimental 
results lie above both theoretical predictions, obvious discrepan
cies exist between the two sets of measured data. The abscissa in 
both Figs. 4 and 5 is the dimensionless transverse coordinate used 
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in [1] and GTR denotes the Grashof number based on the cylinder 
radius. Several v- velocity distributions have also been computed 
and they agree well with those obtained from the two-term Blasius 
series for 0 = 0 and d = 60 deg. However, considerable discrepancy 
is noted for iJ = 120 deg. Unfortunately, we were unable to find 
any measured data for comparison. Readers are referred to [10] for 
details. 

The variations of the local Nusselt number over the periphery of 
elliptical cylinders of aspect ratio a/6 = 0.5, 1, 2, and 4 are shown 
in Fig. 6 for Pr = 0.72. The case of alb = 0.5 depicts an ellipse with 
a horizontal major diameter and represents a "blunt" configura
tion with respect to the gravity driven free convection flow. In con
trast, ellipses of a/b = 2 and 4 represent "slender" configurations. 
For the circular cylinder and the slender ellipses, the reduction in 
heat transfer as one moves away from the stagnation point is due 
to the increase in the boundary layer thickness. For the blunt el
lipse, the local heat transfer coefficient first increases with dis
tance from the stagnation point S, reaches a maximum at the loca
tion labeled M in Fig. 6 which corresponds to an eccentric angle t? 
of approximately 86 deg. In the region between S and M, the rela
tive changes in the local streamwise buoyancy force and the vis
cous force are such that they result in a decrease of the thermal 
boundary layer thickness. The phenomenon is not unlike that of 
laminar film condensation over a cooled horizontal flat surface. We 
are not aware of any experimental or analytical information which 
may be available for comparison. The combined influence of 
Prandtl number and aspect ratio on the variation of the local Nus
selt number is summarily displayed in Figs. 1(a) and 7(b). Of in
terest is the fact that, for the slender ellipses, the dimensionless 
group Nu/(Gr • Pr)1 / 4 is almost independent of the aspect ratio for 
xl'la > 0.2. 

As Pr —• °>, the free convection flows are similar regardless of 
the body shape. In this case, the governing conservation equations 
become greatly simplified. It can be demonstrated that the local 
Nusselt number is given by: 

Nu (r<p) 1/3 

(Gr-Pr)1 0.50275 
[JX (r 4</)) i /3f&] i M (46) 

For two-dimensional bodies, r = 1, as has previously been stated. 
Sphere and Ellipsoids of Revolution. Computation has been 

carried out for the local heat transfer coefficient as well as the tem
perature and velocity fields in boundary layers over a sphere and 
other ellipsoids of revolution. The results are qualitatively similar 
to those for the horizontal circular and elliptical cylinders. 

We consider a body of revolution whose meridian plane is an el
lipse as illustrated in Fig. 2. If one selects 2a as the reference 
length, then equations (40), (41), and (42) remain unaltered. Since, 
in the present case, 

r = r/2a = 7 : - s in -3, 
2 a 

(47) 
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Fig. 7(a) Heat transfer over isothermal, horizontal slender elliptical cylin
ders for a range of Prandtl numbers 
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Fig. 6 Heat transfer over isothermal, horizontal circular and elliptical cyl- Fig. 7(b) Heat transfer over isothermal, horizontal circular and blunt el-
inders; Pr = 0.72 liptical cylinders for a range of Prandtl numbers 

440 / NOVEMBER 1974 Transactions of the ASME 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



it follows that 

* = C r*Udx = i ( - V /"' s in 2 ,9(1 - cos 9 ) 1 / 2 
J° 8 « J

0 

x (1 - c2 cos 2 -3)1/2rf3, 

rU 1 6 i7 sin 9 i/4_y_ 

and 

A = 2rf>4/r2(73 

With these, £(d A/d£) and £2(d2A/d£2) can be evaluated. We shall 
refrain from presenting the details. Instead, we merely note that at 
the forward stagnation point, A = 0.5 and the variations of A, 
£(cf A/d£) and £2{d'2A./d£2) with i /2a behave like the mirror image 
of the corresponding curves shown in Figs. 2 and 3. For instance, 
for the circular cylinder A decreases with increasing distance from 
the stagnation point, slowly at the beginning and at an increasingly 
rapid pace for larger values of xlla. For the sphere, on the other 
hand, A increases with distance from the stagnation point, slowly 
at small values of x/2a and the graph exhibits a relatively sharp 
upturn when x/'la exceeds 1.2. Details are given in [10]. In Fig. 8, 
the computed local Nusselt numbers are plotted in solid lines for a 
sphere over a wide span of Prandtl numbers. Included for compari
son are the experimental results for air and benzene reported by 
Cremers and Finley [13] and by Kranse and Schenk [14], respec
tively. Cremers and Finley's experiments involved relatively large 
temperature differences. The data shown in Fig. 8 were read from 
Fig. 4 of [13] for which the authors evaluated all properties at a 
reference temperature proposed by Sparrow and Gregg [15] with 
the exception of the thermal expansion coefficient. The data for 
benzene shown in open triangles are the mean of three sets of re
sults obtained by Kranse and Schenk using a solid copper sphere 
of 5.15 cm dia. The filled triangles represent the mean of two sets 
of data reported by the same authors using a slightly larger diame
ter copper sphere. All factors considered, it seems reasonable to 
conclude that the agreement is probably as good as one may hope 
for. 

If the curve shown in Fig. 6 for the variation of the local Nusselt 
number (Pr = 0.72) over the periphery of the circular cylinder is 
replotted in Fig. 8, one finds that it intersects with the curve for 
the same Pr at 0 =s 115 deg. Over the forward half of the body, the 
sphere has a higher heat transfer coefficient mainly due to the 
more rapid divergence of the streamlines which result in a thinner 
boundary layer when compared with the circular cylinder at the 
same angular location. For the rear half of the sphere or the cylin
der, the streamlines converge so long as the flow does not separate 
and the u- velocity component continues to entrain fluid at the 
edge of the boundary layer, Again, due to the difference between 
the axisymmetric and two-dimensional geometry, the streamlines 
for the sphere converge faster and, hence, the thickening of the 
boundary layer takes place at a more rapid pace. Therefore, the 
local heat transfer diminishes at a faster rate and eventually drops 
below that for the circular cylinder. 

Nusselt number results for ellipsoids of revolution of several as
pect ratios and for a range of Prandtl numbers have also been cal
culated. They are qualitatively similar to those displayed in Figs. 
1(a) and 1(b) for the elliptical cylinders. In the interest of conserv
ing journal space, we shall refrain from presenting the details 
which are available in [10]. 
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APPENDIX 

Tables of wall derivatives of universal funct ions 
for Pr = 0.72 and Pr = 100 

(A) Pr = 0.72 

1.40 
1.20 
1.00 
0.99 
0.98 
0.97 
0.95 
0.93 
0.90 
0.85 
0.80 
0.75 
0.70 
2/3 
0.65 
0.60 
0.57 
0.55 
0.54 
0.53 
0.52 
0.51 
0.50 
0.40 
0.30 
2/7 

0.10592761D 01 
0.961583450 00 
0.8560145100 00 
O.85052770D 00 
0.844985250 00 
0.83941742D 00 
0.82820426D 00 
0.816885460 00 
0.799702780 00 
0.770493610 00 
0.740523870 00 
0.7O97337ID 00 
O.67805493D 00 
0.656403840 00 
0.64540913D 00 
0.611705340 00 
0.59O93158D 00 
0.57683676D O0 
0.569712510 00 
0.562535540 00 
0.55530468D 00 
0.54801871D 00 
0.540676360 00 
0.463830080 00 
0.379415980 00 
0.36658772D 00 

8'(A,0) 
o 

-0.39648696D 00 
-0.3863273OD CO 
-0.374105820 00 
-0.373426950 00 
-O.37274O720 00 
-0.3'204698D 00 
-0.370636410 00 
-0.3691940OD 00 
-0.36696784D 00 
-0.36307373D 00 
-0.358944110 00 
-0.35453459D 00 
-0.34981517D 00 
-0.346476310 00 
-0.344743790 00 
-0.339269150 00 
-0.335765040 00 
-0.333327830 00 
-0.332076890 00 
-0.330803420 00 
-0.329506650 00 
-0.328185780 00 
-0.326839950 00 
-0.31178105D 00 
-0.29277041D 00 
-0.289603300 00 

-0.426180-01 
-0.499410-01 
-0.59568D-01 
-0.601270-01 
-0.60696D-01 
-0.612730-01 
-0.624550-01 
-0.636750-01 
-0.655790-01 
-0.689690-01 
-0.726570-01 
-0.76684D-01 
-0.810980-01 
-0.842820-01 
-0.85955D-O1 
-0.91326D-01 
-0.94831D-01 
-0.972990-01 
-0.985750-01 
-0.998800-01 
-0.101220 00 
-0.102580 00 
-0.103980 00 
-0.12013D 00 
-0.141690 00 
-0.145400 00 

e^(A,o) 

-0.62770D-02 
-0.621180-02 
-0.591940-02 
-0.58958D-02 
-0.587120-02 
-0.58455D-02 
-0.579060-02 
-0.57308D-02 
-0.563120-02 
-0.543550-02 
-0.51964D-02 
-0.490490-02 
-0.45498D-02 
-0.42709D-02 
-0.41169D-02 
-0.35873D-02 
-0.32131D-02 
-0.29362D-O2 
-0.27886D-02 
-0.26345D-O2 
-0.247360-02 
-0.230540-02 
-0.21297D-02 
0.159300-03 
0.400460-02 
0.47643D-02 

0.9949D-02 
0.12000-01 
0.14770-01 
0.1493D-01 
0.15100-01 
0.1527D-01 
0.15610-01 
0.15970-01 
0.16530-01 
0.17530-01 
0.18620-01 
0.19830-01 
0.2115D-01 
0.22110-01 
0.2262D-01 
0.2425D-01 
0.25320-01 
0.2607D-01 
0.26460-01 
0.26860-01 
0.27270-01 
0.27690-01 
0.28120-01 
0.3311D-01 
0.39820-01 
0.40980-01 

9j(A,0) 

0.36740-02 
O.3995D-02 
0.43620-02 
0.43820-02 
0.4402D-02 
0.4422D-02 
0.44620-02 
0.45030-02 
0.45660-02 
0.4673D-02 
0.4785D-02 
0.49010-02 
0.5022D-02 
0.5105D-02 
0.51480-02 
0.5280D-02 
0.53620-02 
0.54180-02 
0.5447D-02 
0.5476D-02 
0.55050-02 
0.5535D-02 
0.55650-02 
0.5889D-02 
0.6285D-02 
0.63520-02 

S'(A,0) 

(B) Pr = 100 

1.40 
1.20 
1.00 
0.99 
0.98 
0.97 
0.95 
0.93 
0.90 
0.85 
0.80 
0.75 
0.70 
2/3 
0.65 
0.60 
0.57 
0.55 
0.54 
0.53 
0.52 
0.51 
0.50 
0.40 
0.30 
2/7 

0.42244894D 00 
0.377198550 00 
0.32979466D 00 
0.32735919D 00 
0.324916960 00 
0.322467870 00 
0.317548S1D 00 
0.312601300 00 
0.305125030 00 
0.292511160 00 
0.279693480 00 
0.266656310 00 
0.253381650 00 
0.24438977D 00 
0.23984862D 00 
0.22603269D 00 
0.217595460 00 
0.21190476D 00 
0.209038770 00 
0.20615861D 00 
0.20326395D 00 
O.2O035444D 00 
0.19742974D 00 
0.16725548D 00 
0.135OO561D 00 
0.130184280 00 

-0.179944120 01 
-0.17342794D 01 
-0.165988920 01 
-0.16558719D 01 
-0.165182260 01 
-0.164774070 01 
-0.163947680 01 
-0.16310752D 01 
-0.1&182031D 01 
-0.159598210 01 
-0.157271370 01 
-0.154827980 01 
-0.152254030 01 
-0.150457360 01 
-0.149532690 01 
-0.146643440 01 
-0.144818970 01 
-0.143560880 01 
-0.142918500 01 
-0.142266850 01 
-0.141605610 01 
-O.14093447D 01 
-0.14025307D 01 
-0.13278401D 01 
-O.1237O560D 01 
-0.12222552D 01 

-0.152570-01 
-0.16142D-01 
-0.172300-01 
-0.172910-01 
-0.173530-01 
-0.174160-01 
-0.175440-01 
-0.17675D-01 
-0.178790-01 
-0.182370-01 
-0.186210-01 
-O.19036D-01 
-0.194850-01 
-O.19807D-01 
-0.199750-01 
-O.20511D-O1 
-0.20859D-01 
-0.211030-01 
-0.21229D-01 
-0.21358D-01 
-0.214890-01 
-0.216240-01 
-O.217&2D-01 
-0.2335OD-O1 
-0.254910-01 
-0.25864D-01 

-0,610180-01 
-0.679550-01 
-0.771870-01 
-0.777310-01 
-0.782850-01 
-0.788480-01 
-0.800060-01 
-0.812050-01 
-0.830900-01 
-0.864830-01 
-0.9023 50-01 
-0.94414D-01 
-0.99100D-01 
-0.102560 00 
-0.10440D 00 
-O.U046D 00 
-O.U4530 00 
-0.11745D 00 
-0.118980 00 
-0.12057D 00 
-0.122200 00 
-0.12389D 00 
-0.125640 00 
-0.14722D 00 
-0.180850 00 
-0.1873OD 00 

0.53100-02 
0.5616D-02 
O.5992D-02 
O.6013D-O2 
O.6035D-O2 
0.60560-02 
0.&101D-02 
0.61460-02 
0.6217D-02 
0.63410-02 
0.64750-02 
0.6619D-02 
0.67750-02 
0.6886D-02 
0.69450-02 
0.7131D-02 
0.72530-02 
0.73380-02 
0.73820-02 
0.74270-02 
0.74720-02 
0.75190-02 
O.7568D-02 
0.81220-02 
0.88700-02 
0.9COOO-02 

0.2382D-01 
0.26620-01 
0.30340-01 
0.30560-01 
0.30790-01 
0.31010-01 
0.31480-01 
0.31970-01 
0.32730-01 
0.34100-01 
0.35610-01 
0.373OD-O1 
0.39200-01 
0.4059D-01 
0.41340-01 
0.43790-01 
0.45430-01 
0.46610-01 
0.47230-01 
0.47870-01 
0.48530-01 
0.49220-01 
0.4992D-01 
0.5865D-01 
0.72240-01 
0.7484D-01 
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Natural Convection Adjacent to 
Horizontal Surface of Various Pianforms 
Natural convection adjacent to horizontal surfaces of circular, square, rectangular, and 
right triangular pianforms has been studied experimentally. Electrochemical techniques 
were employed involving a fluid with a Schmidt number of about 2200. The results en
compass a wide range of Rayleigh numbers thus providing information on both the lami
nar and the turbulent regimes. 'The data for all pianforms are reduced to a single corre
lation in the laminar and turbulent regimes using the characteristic length, as recom
mended by Goldstein, Sparrow, and Jones. L* = A/p, where A is the surface area and p 
is the surface perimeter. The laminar data for all pianforms are correlated by the expres
sion 

Sh = 0 . 5 4 R a 1 / 4 ( 2 , 2 x 104 < R a < 8 x 106) 

and the data for the turbulent regime are correlated by the expression 

Sh = O . l S R a 1 x 10G £ 1.6 x 109) 

Transition is found to occur at about Ra = 8 X Wti. The present work thus significantly 
extends the Rayleigh number range of validity for the use of L* through the lk power 
laminar regime into the turbulent )'3 power regime. It also demonstrates the validity of 
the use of L* to correlate natural convection transfer coefficients for highly unsymmetri-
cal pianforms, which heretofore had not been demonstrated. Comparisons to analytical 
solutions and other experimental heat and mass transfer data are presented. 

Introduction 

This paper presents an experimental investigation of natural 
convection adjacent to horizontal surfaces of various pianforms. 
The results encompass a wide range of Rayleigh numbers, includ
ing the laminar and turbulent flow regimes, for circular, square, 
rectangular, and right triangular pianforms. An electrochemical 
technique was employed to obtain the natural convection mass 
transfer measurements. This technique has been used by many-
investigators in recent years to study mass transfer, as evidenced 
by the recently published review by Mizushina [l].2 The electro
lyte employed in the present investigation was an aqueous solu
tion of cupric sulphate and sulphuric acid, wherein the Cu+ + ions 
were the transferred ions and the sulphuric acid served as the 
supporting electrolyte. The boundary condition for these experi
ments was uniform concentration at the test surface, which is the 
counterpart of uniform surface temperature in the corresponding 
heat transfer problem. The Schmidt numbers were on the order of 
2200 so that these results apply to the analogous high Prandtl 
number heat transfer problem. One of the advantages of using the 
present mass transfer technique over heat transfer experiments 

' Present address: Pratt and Whitney Aircraft, East Hartford, Conn. 
2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, New York, N. Y., November 17-22, 1974, of THE AMERI
CAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by 
the Heat Transfer Division April 8, 1974. Paper No. 74-WA/HT-66. 

for high Prandtl number fluids is the fact that the property varia
tions for the mass transfer experiments are essentially zero, 
whereas the corresponding heat transfer experiments exhibit large 
variation in properties. The present results apply to either the 
heated upward facing heat transfer surface or the cooled down
ward facing heat transfer surface. 

A review of the literature reveals both analytical and experi
mental investigations of horizontal surfaces of various pianforms. 
Analyses of the natural convection [2, 3, 4, 5j generally employ a 
boundary layer model applied to the two-dimensional problem of 
long thin rectangles. Suriano and Yang [6] solved the problem nu
merically for small and moderate Grashof numbers. It should be 
noted that the analyses give a Vs-power dependence of the dimen-
sionless transfer coefficients on the Rayleigh number for the lami
nar regime. 

Experimentally, both heat and mass transfer investigations 
have been presented for horizontal surfaces e.g., [7-16]. The cor
relation between Nusselt number and Rayleigh number for the 
heat transfer problem which is the most widely accepted is that 
of Fishenden and Saunders [7]. Their experiments involved 
square pianforms situated in air. The temperature differences in
volved were as high as 1000°F indicating extreme property varia
tions and radiation corrections. Bosworth [8] provides very little 
information on his experiments, and Mikheyev [9] apparently 
used rectangular pianforms, although this is not certain. Fujii 
and Imura [10] and Hassan and Mohamed [11] considered the 
horizontal upward facing surface as part of larger studies of heat 
transfer to inclined surfaces. 
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Mass transfer natural convection experiments are provided by 
Fenech and Tobias [12], Wragg [13], Wragg and Loomba [14], To
bias and Boeffard [15], and Goldstein, Sparrow, and Jones [16]. 
References [12-15] used the same electrochemical technique em
ployed herein. Fenech and Tobias [12] used electrodes embedded 
in the floor of the test cell. The electrodes had various widths and 
the length of each electrode stretched from one wall of the test 
cell to the other. Due to experimental difficulties only their wider 
test strips were used in their correlation and thus their results 
were only for the turbulent regime. Wragg [13] and Wragg and 
Loomba [14] used circular disks, but again embedded them flush 
in a surrounding collar. Tobias and Boeffard [15] studied both 
circular and rectangular horizontal electrodes surrounded by side 
walls. The side walls were both vertical and coplanar in nature. 
The object of this study was to determine the effect of the side 
walls and to determine the effect of electrode size on the mass 
transfer. 

The work by Goldstein, Sparrow, and Jones [16] deserve special 
attention. They performed their experiments using naphthalene • 
vapor sublimation. They investigated unshrouded circles, 
squares, and equilateral triangles, and proposed a characteristic 
length so that the results from these planforms could be correlat
ed by a common expression. Heretofore this had not been possi
ble. Unfortunately, their results did not span the full Rayleigh 
number range of the laminar flow regime, and did not contain 
any irregular or nonsymmetrical planforms. 

The present results, to the best of the authors' knowledge, pro
vide the only electrochemical mass transfer data for any free
standing, unshrouded planform. The results of the investigation 
are also the first for any mode of transfer involving the nonsym
metrical right triangle planforms. The Rayleigh numbers based 
on Goldstein, Sparrow, and Jones characteristic length range 
from 2.6 x 104 to 1.55 x 109, thus providing laminar, transition, 
and turbulent mass transfer information. By analogy, the results 
also apply to the corresponding isothermal horizontal surface heat 
transfer problem. 

D a t a Analys i s 
In the present electrochemical mass transfer experiments, the 

total mass transfer rate of copper ions to the test surface was a 
result of three basic transfer mechanisms [21]: migration, convec
tion, and diffusion 

ining their magnitudes under limiting current conditions. As ex
plained in reference [1], under certain operating conditions, 
termed limiting current conditions, the concentration of the 
transferred species is essentially zero at the test surface. 

Considering first the migration term, it is seen that Nm con
tains the transferred species conentration. Since this concentra-

' tion is essentially zero at the surface, the entire term is, while in the 
presence of the supporting electrolyte where d<t>/ity is small, negli
gibly small. 

Next, consider the convection and diffusion terms together. 
Modeling the electrolyte solution as a binary mixture of copper 
ions as one component and the rest as the other component, refer
ence [30] shows that v = D/(l - c/p) <i(c/p)/!)y. Realizing that the 
concentration of the transferred species is approximately zero, the 
following is obtained 

Ne + iV„ = - ( °lP + i) D|£ S _ D
aJL 

1 - c/p ay ay 

Thus 

" ay 

The total rate of ion transfer is given in reference [21] as 

N = «F 

(5) 

(6) 

(7) 

It is thus clear that the surface mass transfer is diffusive in na
ture which establishes the analogy between the present mass 
transfer experiments and the corresponding heat transfer prob
lem. 

It is possible now to define the mass transfer coefficient k in the 
same manner as is done in the analogous heat transfer problem 

ttF(c„ - c) »Fc« 
(8) 

The dimensionless mass transfer number (analogous to the Nus-
selt number for the corresponding heat transfer problem) is given 
by the Sherwood number 

Sh = ML. 
D 

(9) 

Ar A' + A' + AT, (1) 
Here D is the diffusion coefficient of the transferred species and 
L* is the characteristic length. The characteristic length defined 

The three fluxes can be defined by the following relations which by Goldstein, Sparrow, and Jones [16] is 

A 
are all evaluated at the test surface 

N„ Uc 
3 0 

a? 
(2) 

L* = 
P 

(10) 

A' = vc 

where A is the transfer area of the test surface and P is the per-
/o\ imeter. The Rayleigh number is 

N, D av (4) Ra = [ 
£g(£„ £wU" 

lit 
Sc (11) 

The relative importance of each mechanism is revealed by exam- where Sc is the Schmidt number (analogous to the Prandtl mim-

. N o m e n c l a t u r e . 

A = surface area of transfer surface 
c = transferred species concentration 

D = diffusion coefficient of transferred 
species 

F = Faraday number 
g = gravitational acceleration 
j = current density 
k = mass transfer coefficient 

L* = characteristic length L* = A /p 

n = valence of transferred species 

N = rate of mass transfer 
p = perimeter of transfer surface 

Pr = Prandtl number 
Ra = Rayleigh number 
Sc = Schmidt number 
Sh = Sherwood number 

t = transference number 
U = ion mobility 
i> = convection velocity normal to test 

surface 
v = distance normal to test surface 

H = viscosity 
f = density 
(p = electric field potential 

Subscripts 

c = due to convection 
d = due to diffusion 

m = due to migration 
w = surface conditions 
co = bulk conditions 
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Fig. 1 Schemat ic of exper imental apparatus 

Table 1 Characteristic dimensions of various 
planforms 

Pl.ANFORM CHARACTERISTIC IIIMIiNSIONS, cm 

CIRCLE 
(Diameter) 0.316 

0. 597 

SQUARES 
(Length x Width) 

RECTANGLES 
(Length x Width) 

RIGI ITTRIANGI .ES 
(Base x Height x i l 'potenuse) 

10. 16 

0. 635 X 0. 635 

1.27 x 1.27 

12.7 x 12.7 

0.635.x 1.27 

2.54 x 1.27 

3. SI x 1.27 

6.35 X 1.27 

12.7 X 1.27 

12.7x 2.5.1 

12.7 X 5.18 

1.91 X 2.54 x .3.18 

1.27 X 1.91 X 2.29 

7.62 x 10. 17 X 12. 

15.25 x 20.3X 25.4 

ber) n/£D; n, f, and D are viscosity, density, and diffusion coeffi
cient, respectively, at the average concentrations; and f„ and £w. 
are the fluid densities in the bulk and at the test surface, respec
tively. The properties were evaluated using the data of references 
[22-28], as described in reference [17J. As noted previously, prop
erty variations were practically nonexistent being 3 percent maxi
mum. This is where this electrochemical technique has its major 
advantage over high Prandtl number heat transfer experiments. 

Experimenta l Appara tus and M e a s u r e m e n t Technique 
A schematic of the experimental apparatus is presented in Fig. 

1. A 30 gal polyethelene tank 61 cm X 45.6 cm x 45.6 cm (length 
x width X depth) served as the test chamber. The tank con
tained the electrolyte which was made up using reagent grade 
chemicals. The electrolyte solution was approximately 0.035 M 
CuS0 4 as the transferred species and 1.5 M H 2 S 0 4 as the sup
porting electrolyte. 

The test surface was the cathode in the circuit.. Table 1 pro
vides a listing of the planforms tested and their characteristic di

mensions. Each cathode was constructed of 0.635 cm thick cop
per. To the back side of each of the surfaces was attached a lead 
wire which connected to the main electrical circuit. The back and 
sides of the test pieces were carefully insulated with epoxy and 
Glyptal (an insulating paint). The test surface was held in posi
tion by a plexiglass holder. The lead wire was connected to a 12v 

automotive storage battery to provide the electric power. The po
tential of the cathode was measured relative to a reference elec
trode which consisted of a bare copper wire inserted into a glass 
tube. The glass tube had a small hole in the bottom to provide 
electrical contact between the reference electrode and the electro
lyte solution. The potential was controlled with a series of preci
sion variable resistors. The current flowing in the circuit, which is 
directly proportional to the mass transfer rate, was obtained by 
measuring the potential drop across a calibrated precision resis
tor, called a current shunt, with a Leeds and Northrup 8686 po
tentiometer. The anode was a large thin copper sheet 50 cm X 50 
cm (length by width). It was purposely larger than the cathode so 
that the reaction would be totally controlled by conditions at the 
cathode. 

To obtain a datum point the following procedure was followed. 
Prior to each test run the anode and cathode were carefully resur
faced and cleaned, essentially as described in reference [17], and 
then placed in the tank. The cathode was carefully leveled to pro
vide a horizontal surface located about 15 cm off the bottom of 
the tank, and time was allowed for the system to come to com
plete equilibrium. Limiting currents, where the concentration of 
the transferred species is zero at the test surface [21], were deter
mined in each run by noting the characteristic plateau in the cur
rent-potential curves in the voltage range between 0.40v and 0.50v 

as will be discussed further in a later section. The copper ion and 
sulphuric acid concentrations of the bulk solution were deter
mined for each run by standard spectrometric and titration 
methods [18, 19]. Vertical bulk concentration gradients at the 
time of data acquisition were determined for each run to insure 
that all data would not be influenced by stratification. Finally, it 
should be noted that the length of each run was critical since it 
was necessary to operate long enough to insure steady operating 
conditions, but not so long as to generate any recirculation effects 
on the transfer at the surface. All data were taken so as to insure 
steady operating conditions without recirculation effects. 

Resul t s and D i s c u s s i o n 

Before discussing the results of the experiments, a short discus
sion of the characteristic length is presented. The characteristic 
length employed in this investigation is that proposed by Gold
stein, Sparrow, and Jones [16]. It was their "expectation" that 
this particular characteristic length would enable all horizontal 
planforms to exhibit a common correlation. Unfortunately, they 
investigated a more limited number of planforms and smaller 
Rayleigh numbers than in the present investigation. The present 
investigation should serve to prove or disprove their expectations. 

As discussed earlier, limiting current-voltage curves as shown 
in Fig. 2 were generated in each run. Plotted in the figure on rec
tangular coordinates is the current density at the cathode versus 
the cathode voltage. As indicated in the figure, the plateau, sig
nifying limiting current conditions, was reached in several steps. 
At each step, the system was allowed to reach steady conditions. 
All data were taken at cathode voltages of 0.40v to 0.50v to insure 
that limiting conditions had been reached. Current shunt signals 
for the laminar flow regime were very steady and could be read 
directly. In the turbulent regime the shunt signals fluctuated 
making it necessary to time average the data over a period of ap
proximately two minutes, which was determined in the present 
investigation to be sufficient to obtain accurate time averages 
without encountering stratification effects. This time averaging 
was accomplished by recording the data digitally on the tape unit 
of a Hewlett Packard 2019A Data Acquisition System and then 
statistically averaging them on a computer. 

Fig. 3 presents the data for the laminar flow regime. The Sher-
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Fig. 4 Turbulent mass transfer results 

wood number is plotted as a function of the Rayleigh number on 
logarithmic coordinates. The shape of the symbols reflect the 
planforms of the various surfaces as indicated in the upper left 
corner of the figure. It is immediately obvious that within the 
scatter of the data, approximately ± 5 percent, the data from all 
planforms are correlated through the use of L*, including the 
nonsymmetric right triangle planform. This confirms the expec
tations of Goldstein, Sparrow, and Jones. A least squares fit 
through the data yields the relation 

Sh = O.5O.Ra0-255 

Forcing a slope of 74, as has been reported in the literature for the 
heat transfer experiments, one finds the relation 

Sh = 0 . 5 4 R a 1 / 4 

for the data in the Rayleigh number range from 2.6 x 104 to 8 x 
108. 

Since L* appears to correlate all the horizontal planforms, 
other published experimental results can be appropriately modi
fied and compared to the present work. The data of Wragg and 
Loomba [14] and Wragg [13] can be compared directly- to the 
present work since the same electrochemical technique was em
ployed. Wragg and Loomba, it should be noted, is a revision of 
Wragg. They concerned themselves with circular surfaces which 
had a flush fitting collar surrounding their free-standing test sur
face. The revised data of Wragg and Loomba fall 10 percent 
below the present results. This difference could be a result, at 
least in part, from the presence of the surrounding collar. 

The prediction of Goldstein, Sparrow, and Jones also involved 
mass transfer but at a much lower Schmidt number, approxi
mately 2.5. Although their data only extended up to a Rayleigh 
number of 7 x 103, it is interesting that extension of their predic
tion into the Rayleigh number range covered in the present inves
tigation falls very close to the present result. This would indicate 
that the Rayleigh number may be sufficient to account for 
Schmidt or Prandtl number variations. 

Fig. 4 presents data for the turbulent flow regime. The Sher
wood number is plotted as a function of the Rayleigh number on 
logarithmic coordinates. As in Fig. 3 the symbols reflect the plan-
forms of the various surfaces. There does not appear to be any 
difference in the data for the various planforms. A least squares 
fit through the data for Rayleigh numbers greater than 8 x 106 

provide the following correlation 

Sh = 0 .169Ra 0 - 3 2 7 

If a % slope is enforced the best fit expression becomes 

Sh = 0 . 1 5 R a 1 / 3 

With the exception of two data points, the data scatter ±7 per
cent about this correlation. 

The results of other investigators are also presented. The heat 
transfer correlations of Fishinden and Saunders [7] and McAdams 
[29] are seen to fall 4 to 12 percent lower than the present investi
gation. The data of Fujii and Imura [10] using water as the work
ing fluid are perhaps the most interesting heat transfer data for 
comparison to the present work. They present two Nusselt num-
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ber expressions, for the turbulent regime. Both have the form Nu 
= G Ra1'3, but the value for C is 0.13 for Ra less than 5 x 10s 

and 0.16 for Ra greater than 2 X 108. The difference, they state, is 
due to edge effects on the surface. These experimental results 
using water as the surrounding medium have, within experimen
tal scatter, essentially the same correlation as the present work 
when their edge effects are minimal. This would indicate again 
that the use of the Rayleigh number may be sufficient to account 
for Prandtl or Schmidt number effects. 

The data of Fenech and Tobias [12], Wragg [13], and Wragg 
and Loomba [14] employed the same electrochemical techniques 
but with the previously discussed differences in the experimental 
setup. The data of Fenech and Tobias fall about 12 percent high
er than the present data. This difference is in all probability due 
to the differences in the experimental setup as have been dis
cussed; earlier;1 The. data.of Wraggandi'Loomba are about,8 per-.-
cent' higher -than the present work..It is'important- to note, h'ow- • 
ever, that the correlation of Wragg and Loomba is a revised, ver
sion ot Wragg, dueto'.theruse of different physical properties, and; 
that the correlation oLWragg,-which usesa'lmost the same values 
for properties as the present work, falls within the scatter of the 
present data In this-regime, the effect of the, surrounding collar 
appears to be negligible'̂  based oh-cotriparisoiis of Wrag'g's data to"' 
the present investigation. 

Finally, the work of Tobias and Boeffard [15] deserves special 
mention. They considered the effect of both vertical and coplanar 
surrounding walls on the mass transfer to horizontal surfaces 
using'the iSahie' experimental techniques. They' found' that''the'"' 
surrounding walls had ho "effect oh' the 'mass' tfaiisfer correlation if 
thesurfaces we're.large5 enough;' For smaller electrodes their corre-'-

' latibn'.underpredictS'arid.'it must be multiplied by'a factor-dn, a 
number which is larger than one. When one considers their data 
in • therlight':of'the present investigation it appears that their size' ' 
e'ffect-iis related to the: transition noted in the present work from 
the 'turbulent'range' to the laminar: range1.''Indeed,' if one takes 
Schmidt andGrashof numbers characteristic of the present data'" 
and use their expression to predict the Sherwood number for the 
turbulent regime, it is fOun'd'that their'prediction falls within'the"' 
scatter of the present turbulent dataMf one consults the small 
electrodes found1'in the laminar regime "of the'present wbrk'and 
applies: the d„ correction discussed in their work, their .Sherwodd 
number prediction falls'approximat'ely' within-the scatter'of the'"' 
present work. Thus, it-appears to be possible that their size ef-'-' 
fects, even with trie - surrounding walls;''hiay be related t6!the'dif:' 
ference between the laminar and turbulent flow regimes discussed 
in the present work. 

Concluding Remarks 

The present.data.are the first electrochemical mass transfer in-, 
ves'figations of truly free-standing,, unshrouded horizontal surfaces. 
They also present, the only data available for any mode of transfer, 
involving right triangular planforms. The characteristic length as 
proposed by Goldstein, Sparrow,, and, Jones appears.to bring all 
the data into a common correlation, even the nonsymmetrical 
surfaces such as the right' triangles,- for. all Rayleigh numbers in
vestigated. Special note should be made that the experimentally 
determined laminar correlation involves the -%•- power of-the Ray
leigh number whereas the laminar boundary layer analyses indi
cates Vs'power dependence; This is probably-the result of-using a 
boundary layer approach inthe analyses. ; ' ' '-•'<.'-. ••'.••••••••' '••"•''•' 

It: is ̂ highly encouraging to see 'data i f rom 1 circular; square, rec- • 
tangular , and right t r iangular p lanforms exhibit a common c'orre- ••• 
la t ion : through the use of: the .character is t ic length proposed by 
Goldstein, .Sparrow, and Jones . There are indicat ions t h a t ' t h e use •• 
of therRayleighnumber in the mass or heat'transfer relations is • 
sufficient to account for Schmidt or Prandtl number variations. ' 
These observations, based on the experimental data, will enable 
calculation of transfer, rates involving any. shaped upward facing 
horizontal surface,provided the transfer surface area and perimeter 
are known;, ., . ' . .• u:rm:j.! - •.••••-• .;••:•"•'• . . 
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An Experimental Investigation of Natural 
Convection With a Low Prandtl Number 
Fluid in a Vertical Channel With Uniform 
Wall Heat Flux 
An experimental program was conducted to study the heat transfer characteristics of 
mercury in laminar natural convection flow within a vertical open-ended channel over a 
range of channel widths. Two sets of boundary conditions were investigated separately: 
(1) uniform heat flux at one wall with the other insulated, and (2) both walls symmetri
cally and uniformly heated. 

A decrease in channel width caused a decrease in channel wall temperature in the de
veloping portion of the flow. This unexpected phenomenon persisted until the channel 
height-to-width ratio, Ar, reached a value greater than 18. Hence, the buoyancy induced 
flow of a low Prandtl number fluid in a channel is more thermally efficient than a single 
heated plate. 

Temperature data have been correlated into local Nusselt versus modified Grashof 
number plots, based on streamwise position, for several aspect ratios. The effect of as
pect ratio on channel temperature is displayed on Nui. versus Ar curves for several Gri*. 
The infinite spacing limit is compared to previous work with temperature profiles and 
local heat transfer results. Expressions for local and average heat transfer correlations 
are presented, with suggested limits on their application. The effect of flow in from the 
sides of the channel was investigated by affixing plastic side plates to the channel. 

Introduction 

Predictions of natural convection heat transfer to liquid metals 
had their origin with Saunder's [ l l ] 1 experiments in mercury. His 
temperature measurements next to a nearly uniform heat flux 
surface and his approximate theoretical treatment agreed to a 
fair degree and are still quite well accepted. 

A technical review of liquid metal heat transfer work by Kuta-
teladze, et al. [8] describes natural convection experiments per
formed by Fedynskii in several liquid metals. Vertical surfaces 
and horizontal cylinders were investigated. 

Julian [7] measured temperature at and near a vertical con
stant flux heated plate immersed in mercury. 

Experiments performed in liquid metals flowing naturally in a 
narrow open-ended channel are almost nonexistent. This is sur
prising as analysis is very difficult. Heinisch [6] measured tem-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI

ETY OF MECHANICAL ENGINEERS and presented at the ASME-
AIChE Conference, Atlanta, Ga., August 5-8, 1973. Journal manuscript re
ceived by the Heat Transfer Division, January 25, 1974. Paper No. 73-HT-
52. 

peratures within a vertical uniform heat flux channel of fixed ge
ometry of Ar = 10. The heat transfer fluid was mercury, but his 
main concern was the transient response to a step change in wall 
heat flux. He presented steady-state data but did not report a 
correlation equation for the points. A least squares fit of these 
data, converted to the coordinates used here is 

NuD = 0 .353 ( G i v 
L' 

This equation provides the only known experimental result which 
can be compared to the present study. 

The early channel literature is due to Elenbaas [5], who per
formed experiments with a variable geometry isothermal channel 
in air. He discussed the condition for maximum heat transfer 
from an isothermal surface with isothermal fins or plates (each 
pair forming a channel) attached to it. The heat transfer from the 
heated surface will increase with the addition of fins only until 
the increase in total surface area is overcome by the ever decreas
ing heat transfer from each fin. 

Bodoia and Osterle [2] performed a numerical integration to 
solve the channel natural convection problem in air. Inspection of 
their results shows good agreement with Elenbaas' heat transfer 
prediction and fair agreement with the optimum width criterion. 
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Aung, et al. [11, using Nusselt and Grashof numbers based on the
maximum wall temperature increase, obtained a similar kind of
channel spacing optimum for constant heat flux plates. They
used numerical methods and experiments to obtain heat transfer
information in air.

Levy [9J has recently repDrted Dn channel width DptimizatiDn
using a different criterion than maximized heat transfer from the
surface tD which the channel walls are attached. He points out
that one may wish tD know the spacing of a pair of isothermal
plates for which the heat transfer begins tD decrease. This opti
mum condition is met when the boundary layers from each plate
meet at the top of the channel. A fundamentally unique optimum
spacing condition is fDund in IDw,Pr fluids. This will be discussed
in this paper.

The Dnly analytical predictiDn Df natural cDnvectiDn heat trans
fer tD a IDw Pr fluid in a channel was presented by Quintiere and
Mueller [lOJ. Their approximate sDlutiDn agrees well with previdus
investigators' results for Prandtl numbers on the order of one, bLlt
the discrepancy between existing data from this work and their
solution is striking. This will be discussed in the results section.

None of the literature reviewed contains complete, workable re
lationships for the laminar, natural convection heat transfer in a
liquid metal within a vertical channel, taking aCCDunt of channel
width. There is no indication of the anomalous increase in
streamwise Nusselt number as the channel is made narrDwer; this
apparently is a unique feature of liquid metal flow in which con
duction effects are much greater than viscous effects. Both of
these areas will be discussed in this paper.

Experimental Equipment
The heart of ~he experimental apparatus used for this investi

gation was a 12 in. X 12 in. x 16 in. deep stainless steel vessel for
mercury containment. An isothermal water bath surrounded the
mercury vessel for the purpose of maintaining the mercury pool at
a constant temperature. The water temperature was held con
stant with a porportional controller, which used a 1 kW heater.
Water circulation was accomplished by two stirrers and the con
troller pump. Fig. 1 depicts the mercury bath and related equip
ment. Energy was removed from the bath by tap water flow
through two immersed coils of 3fs in. copper tubing. The tempera
ture variation of the mercury bath far below the channel during a
run was typically 0.05 deg F.

A significant vertical temperature gradient at a y position far
from the heated surface would indicate that the mercury contain
ment vessel was too small. With one surface heated and the
channel made as wide as possible (2.5 in.) the temperature strati
fication 2 in. away from the surface was measured. The total
temperature range from entrance to exit of the channel was less
than 5 percent of the total temperature variation Df the heated
surface. This is not negligible but it is partly related to a small

Fig. 1 Experimental apparatus

channel effect. The heat transfer surface area of the channel was
about .\ percent of t he wet ted perimeter area of I he containment
vessel. The channel flow area was also ·1--5 percent of the flow
area for circulation outside the channel. It thus seemed reason
able to assume the mercury bath behaved as an infinite medium
and that closed circuit effects were negligible.

The temperature sensor was an iron-constantan couple with
0.01 in. dia, type 304 stainless steel sheath, with the junction
grounded to the sheath. An ice-bath reference was used. Each
thermocouple used was calibrated against a platinum resistance
thermometer.

The thermocouple was positioned manually with a vernier x-y
traverse mechanism, which allowed ±0.001 in. positioning accu
racy.

One of the channel walls was stationary, while the other was
movable using a dovetail slide driven by a manually operated
rack and pinion. Positioning for narrow channels (Ar :S 6) was
accurate to ±0.001 in. using a dial indicator. Wide channel con
figurations were positioned by visual alignment of scribe marks
on the dovetail slide.

The heated channel walls were constructed frDm a 5 in. square,
patch heater. The heater element was 0.001 in. thick nichrome
foil, chemically etched to yield quite uniform heat flux. The lead
ing edge was trimmed to give a sharp boundary condition at the
channel entrance.

The foil heater was sandwiched between 0.026 in. thick silicone
rubber/glass cloth layers. The heater sandwich was completed by
cementing 0.015 in. spring steel cover plates to both sides of the
heater with silicDne rubber. Fig. 2 is a schematic of the channel
and its construction. A fixture was built that insured the silicone
rubber to be uniformly thick and held in alignment during curing.
A hydraulic press was used to compress the heater assembly to

_____ Nomenclature _

Subscripts

S '" surface
ambient

f film
x '" local condition measured from

channel entrance
D based on channel width
L based on channel height

Ar
L
D' aspect ratio

liL
NUl- T

D channel width
liD

g/3x 3 (T, - To ) NU/i T
Grx Grashof num ber, ,,2

"gpq"x 4 Pr Prandtlnumber, a
Grx* modified Grashof number, -------;;'ik

q" heat flux, Btu/hr ft2
h film conductance. Btu/hr ft2 OF T temperature, OF
h fluid thermal conductivity, u '" x-component velocity

Btu/hr ft OF x '" streamwise coordinate
L channel height y wall normal coordinate

Nux
hx (('x y Grx*

Nusselt number, k h(T, - 1') '7 similarity variable, T(--i)-j15,

II

dimensionless position

(7'- T", )Grx*
similaritvv'uiable -------c-(---e-)115.' (: '(l"i u 1

dimensionless temperature
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about 20 psi while it cured. The final thickness was 0.082 in. ± 
0.0025 in. No voids between the heater and steel cover plates were 
apparent upon disassembly. A 1 in. thick block of urethane was 
silicone rubber cemented to the back of each heater to avoid heat 
losses. Calculations made for conditions beyond the worst possi
ble case showed that less than 0.5 percent of the applied power 
could be lost from the back side of the channel wall. Lead wire 
losses were also determined to be negligible. 

During most of the experiments the sides of the channel were 
open and the heat transfer results were subject to side flow ef
fects. The importance of the side flow was investigated by closing 
the sides with plastic plates. 

Exper imenta l Procedure 
The Nusselt number based on distance from the entrance can 

be experimentally determined either from the slope of the tem
perature profile at the heated surface or from the calculated heat 
flux. A very slight error in the reading of the wall temperature 
can lead to a large error in the gradient determination. Both 
methods require (Ts - 7L) but the same error in measuring Ts 

does not lead to a large error in Nux. The heat flux determination 
error is mostly related to error in the calculation of the active 
plate area. Contact X-ray photographs allowed quite accurate 
determination of a proper area for average flux density evalua
tion. Hence, it was decided to use the measured heat flux calcula
tion of Nuj(. Data acquisition was thereby made simpler since 
only surface temperatures were required. 

Data were acquired only after very stable thermal conditions 
were observed in the apparatus; approximately 2 hr were required 
from the time the system was energized. Only about 5 min were 
required for new equilibrium to be reached upon change of aspect 
ratio or heat flux. 

Data were collected for several values of x position, and at 
three power settings for each integer aspect ratio from 2 to 10 plus 
13, 15, and 19. Two sets of boundary conditions were involved; 
thus, approximately 450 data points were obtained for the heat 
transfer correlations. 

Data Reduction 
Local Nusselt modulus Nu.r was based on distance from the 

channel entrance x, and the temperature difference between the 
ambient entering fluid and the wall at x. This is defined in.the 
nomenclature section. For this definition, k is the thermal con
ductivity of mercury at the wall temperature. Local modified 
Grashof modulus Grv* is defined in the nomenclature section. All 
of the thermal properties are determined at a weighted "film" 
temperature calculated as 

riot film/thermocouple 
probe 

Ar = L/D 

heater foil 

Fig. 2 Schematic diagram ot vertical channel 
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Fig. 3 Dimensionless temperature profiles, data and perturbation solu
tion, single vertical plate 

Fig. 4 Comparison of wall and mean temperature at different Ar, sym
metrically heated channel 

Tt 
0 . 7 7 \ 0.3 7' 

as recommended by Sparrow and Gregg [13]. For both sets of 
boundary conditions, q" is the heat flux from one wall. 

The average correlations, based on channel height, were ob
tained by integration of the local correlations, using a space-aver
aged convection coefficient. 

Results and Discussion 
Experimental temperature profiles for two wide channel cases 

have been nondimensionalized using the similarity variables em
ployed by Sparrow and Gregg [12]. These are defined in the No
menclature section. These profiles have been compared in Fig. 3 
to the perturbation solution of Chang, et al. [3] which pertains to 
a uniform heat flux vertical surface in an infinite expanse of fluid. 
The two are remarkably similar and indicate the data are accu
rate. 

The influence of channel width on wall temperature is clarified 
in Figs. 4 and 5. Fig. 4 illustrates that, at a particular position, 
the wall temperature decreases while the average fluid tempera
ture increases as the flow passage is narrowed. For this graph ST 
= TK - T„, and the same x position and heat flux applies to 
each curve. This effect appears to be small but it was easy to 
measure at the wall by placing a thermocouple there and sequen
tially changing channel spacing. This phenomenon was always 
observed until the channel spacing was decreased greatly. Al
though individual temperature measurements were accurate to 
within ±0.5° F, differences in temperature could be obtained with 
an uncertainty of about ±0.1° F, when laminar conditions pre
vailed. 

Fig. 5 shows that the average velocity is higher in the narrower 
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Fig. 5 Influence of aspect ratio on mean velocity 

channel. The velocity data were obtained under the same channel 
conditions as the temperature data in Fig. 4 (Gra* = 7 x 10s, Ar 
- 4 and 8). The mass flow rate appears to remain essentially con
stant, although this has not been concluded to be a general result. 
Velocity profiles were obtained in the same experiment by using a 
hot film anemometer. The velocity study and prediction of condi
tions for transition to turbulent flow will be discussed in subse
quent papers. 

The rationale for the observed channel behavior follows. The 
balance of forces in the natural convection boundary layer of a 
low Prandtl number fluid is unusual in that, since the diffusion of 
vorticity is far less effective than the diffusion of internal energy, 
the viscous forces become negligible a short distance out from the 
velocity peak. The peak in velocity was observed to be around 
0.050 in. from the heated wall. So for wide channels buoyant force 
governs the velocity in most of the boundary layer. If the channel 
width is decreased, the energy flux from the wall is distributed 
over a narrower region which leads to an average fluid tempera
ture rise. In the absence of viscous interplay, the increase in 
buoyant force (or fluid temperature) must cause the velocity to 
increase. An increase in velocity is related to an increase in the 
film coefficient of heat transfer and for constant heat flux 
boundaries, a decrease in wall temperature must result. 

It is only when the channel is made narrow enough that influ
ence of the wall friction is felt in a large portion of the stream 
that wall temperatures begin to rise when aspect ratio is in
creased. 

Following this reasoning, it seems logical that a symmetrically 
heated channel (for the same q") can be narrower before the wall 
temperature reversal occurs than the channel with only one heat-
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Fig. 7 Nux versus Grx* lor various Ar, symmetrically heated channel 

ed side. More buoyant force is available to counteract a slightly 
increased amount of viscous force. This effect has been demon
strated experimentally. 

Correlations for local Nusselt number versus local modified 
Grashof number at several aspect ratios are presented in Figs. 6 
and 7 to illustrate the change in heat transfer characteristics with 
geometry. The multiple regression coefficients for these correla
tions ranged from 0.920 in the worst case to 0.999. All of the ft2 

values for the one-side heated channel were above 0.990 and 12 of 
the 13 aspect ratios had local correlations above 0.995. The both-
sides heated case was not so consistent. Only 3 of 12 cases had R2 

> 0.995, but 7 of the 12 had values above 0.985. The cases with 
increased data scatter were all at the high values of Ar. 

In the first case (Fig. 6) the data indicate a common point of 
intersection for all aspect ratios, within experimental accuracy. 
This corresponds to an axial surface location where the tempera
ture remains independent of channel width over a broad range of 
widths. Above this location the channel walls always increase in 
temperature with an increased aspect ratio, although it must be 
realized that a Grashof modulus of this magnitude would corre
spond to an axial position far up the channel, or perhaps beyond 
the exit. 

A common point is not so apparent in the symmetrically heat
ed case. To the contrary, the correlations above Ar = 10 imply 
that a large portion of the channel increases in temperature as Ar 
is increased. The region of intersection at Ar = 10 is at a slightly 
higher value of Gr.x* than in the previous case, as one would ex
pect. The data for large Ar are considerably more scattered for 
the channel with both walls heated. It is believed that this was 
caused by slight errors in balancing the power supplied to the two 
plates at the various power settings. Separate trends in the data 
were noted at the different heat flux levels and a statistical test 
for the hypothesis of equal slopes could be rejected at the 99 per
cent level. No such trends were seen in other cases so the heat 
transfer parameters are still regarded as proper dimensionless 
groups for establishing dynamic similarity. 

All of the data for each set of boundary conditions can be gen
eralized onto one correlation with the parameters Nu.v/Ar and 
Grv*/Ar3. This is shown in Fig. 8. The least squares regression 
lines for both cases were plotted on one graph to justify the pre
sentation of one overall correlation for each region of Grv*/Ar5. 
The regression equations for each case, along with the resulting 
multiple regression coefficients, are given in the following. For the 
Channel heated on one side only: 

Nu, . / / i r = 0 .237 ( G r , * / A r r , ) M 3 8 

10-2 ^ Gr V */Ar 5 £ 103 

R2 = 0 .982 

(1) 

Fig. 6 Nux versus Gr** for various Ar, one wall insulated and 
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Fig. 8 Hu.x/Ar versus Gr.t*/Ars, open channel sides 
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N u r / A r = 0 .176 (Gr v * /Ar r , ) ' U 8 4 

10:i s Gr,*/ /!?-5 £ 10s' 

R2 = 0 . 997 

For the symmetrically heated channel: 

Nu, . /Ar = 0 .257 ( G r r * / A r 5 ) " - l u 

(2) 

(3) 

lO"2 < Gi\*/Ar 

R2 = 0 .950 

10:' 

and 

N u v / A r = 0 .213 ( G r / / A r 5 ) " - m (4) 

103 < Gr v */Ar r ' £ 10!! 

R2 = 0 .993 

Overall correlations of these local data for each region take the 
form: 

and 

N u / A r = 0 .247(Gr v */Ar ' ) ( l - 1 4 ' 

10-2 £ Grv*/Ai" s s 103 

N u r / A r = 0 .194 (Gr x */Ar 5 ) 0 - 1 8 0 

(5) 

(6) 

103 '= Gi'S/Ar* £ 109 

The upper limit on Gr.v*/Arr> is conservative; the results are 
likely accurate well into transition; however, experimental data 
were not obtained above Gr,*/Ar5 = 109. 

The slopes of the lines in the upper range on Fig. 8 are approxi
mately 5 percent lower than the Ar = 0, Nu.v versus Gr.,* correla
tion obtained in this experiment. This is a consequence of the 
slight influence of the curvature of the data on the regression. A 
scatter diagram of the residual values from the least squares 
analysis showed a slight lack of fit, but was not considered serious 
enough to warrant the complexity of a higher-order model. Also 
the Ar = 0 correlation from the present work had a slope of 0.180, 
while the evaluation of the limiting slope of ln(Nu.v/Ar)/ln 
(Gr.v*/Ar5) as Ar approaches zero is.0.2. The increase in accuracy 
with the use of an exponent on Ar which would result in the cor
rect limiting slope was not considered worth the associated incon
venience to the user. 

The integration of the overall correlations over the channel 
height gives the average channel expressions 

.D 
N u r 0 .438 (Gr 

1 0 - --S Gr, 

L 
\ 0 . t 4 l (7) 

and 

10:i 

D, 
NuD = 0 .227 + 0 .269 (GrD* y )° 

103 £ Gr D * y = 10!' 

(8) 

As seen in Fig. 8 the experimental data for two quite different 
kinds of boundary conditions almost fall on the same line. The 
lines were shown to be statistically distinct and for accuratework 
the separate correlations are recommended, but if small error can 
be tolerated the overall correlation can be used in cases of unsym-
metrical but uniform channel heating. The film conductance can 
be evaluated for each wall, separately. 

Eventually, as Ar is increased, viscous forces must play a sig
nificant role in the overall channel momentum balance. When 
this occurs, the average velocity in the channel must decrease 
with further decrease in width. The experiments indicate that 
this turnabout in behavior is encountered very suddenly as Ar is 
increased. A small decrease in width, beyond the condition of 
maximum average velocity, decreases the average drastically and 
a corresponding large surface temperature increase is inevitable. 

Figs. 9 and 10 portray this phenomenon for each channel 
boundary set studied. In each case several curves of Nu/. versus 
Ar at several Gr;.* have been plotted from regression equations 
for Nu;, versus Gr;.* at the various Ar. 

The peaks in Nu/, shown in Fig. 9 correspond, for given heat 
flux, to the channel spacing at which the average wall tempera
ture was minimized. This occurred at approximately Ar = 18 (D 
=x 0.275 in.). This minimum was located distinctly and repeated
ly in the case where only one wall was heated, but the channel 
width adjustment precluded making the channel sufficiently nar
row to locate the peak when both walls were heated. The dashed 
lines beyond the data were sketched in to remind the reader that 
such a peak must exist and do not imply knowledge of their pre
cise location. It is expected that once the channel is made narrow 
enough that viscous forces have a significant influence (say at the 
outer inflection points of the curves in Figs. 9 and 10) the flow ve
locity (temperature) will decrease its rate of increase with in-
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Fig. 10 Mil;, versus 1 /Ar, symmetrically heated channel 

crease in Ar. When viscous forces become sufficiently strong the 
velocity must decrease with further decrease in width. The condi
tion of zero channel width corresponds to infinite surface temper
ature or zero Nu;,. 

The peak shown on the Gr/.* = 1010 curve of Fig. 10 is due to 
the hotter upper portion of the channel at high q". The lower 
portion of the channel continued to decrease in temperature with 
Ar increase. The symmetrically heated channel exhibited this 
tendency because of earlier flow development than the other case, 
and not because of a decrease in average velocity. 

It was observed that for the natural convection situation stud
ied, using a low Pr fluid, a narrow channel which has liquid metal 
flowing in it due to buoyant forces only is a more efficient heat 
transfer geometry than a wide channel. The channel height-to-
width ratio reached a value of nearly 20 before this trend was 
seen to reverse. When the reversal did occur, a small decrease in 
width was seen likely to cause a catastrophic increase in surface 
temperature. Experimentally obtained plots of average Nusselt 
number versus dimensionless channel width for various exit 
Grashof numbers show this behavior. 

Since the sides of the 5 in. x 5 in. channel were open, it was 
expected that the induced side leakage would tend to retard the 
flow at the channel entrance somewhat and lead to higher surface 
temperatures than would be observed for a truly two-dimensional 
channel flow. To approximate a two-dimensional flow, a plastic 
plate was fastened to each side of the channel and the range of 
channel conditions were repeted. The results of this experiment 
are shown as a comparison to the previous data correlations in 
Fig. 11. At the narrowest channel conditions the Nusselt number 
is about 20 percent larger than the open-sided channel result. As 
expected this diminishes toward zero as Gr.v*/Ar5 gets large. 

The tendency for the Nu;. versus D/L curves to have a peak is 
observed in the case with side plates, but as expected, it occurs at 
narrower channels than were obtainable. 

The local correlations for this phase of the study were 

Nuv / /Vr = 0 .298 (Gi \ .* /Ar 5 ) M ' 1 1 0 ) 

10"- Gr * / A r 5 £ 10:! 

and 

N u , M r = 0 .268 (Gr x*/Ar 5 ) 0 - 1 6 5 

103 ^ Gvx*/Ar' s; 10;) 

(10) 
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Fig. 11 Compar ison of correlat ion for channel with open and closed 
sides 

Fig. 12 Compar isons of heat transfer results with previous invest iga
tions 

The average correlations obtained from this study were com
pared to the experimentally obtained uniform heat flux correla
tion of Heinisch [6] and the constant wall temperature analytical 
result for Pr = 0.01 of Quintiere and Mueller [10]. The Grashof 
numbers used in each of these reports employed {T* - T„). 
These were converted to the modified form, Gr/,* D/L. The aver
age Nusselt number was based on space-averaged h in each work. 
Hence, it seems valid to compare trends from these studies. The 
comparisons are shown in Fig. 12. 

The two lines for mercury data do not disagree substantially 
over the range explored by Heinisch. However, there is a disturb
ing lack of agreement in the trends exhibited for the analytical 
and experimental lines at small values of Gr/,* D/L. The analyti
cal solution predicts the same type of behavior at low Pr as has 
been measured for air. The evidence presented here tends to re
fute this. The analysis indicates the wall heat flux does not in
crease (for a constant surface temperature condition) as the chan- • 
nel width decreases. 

For additional details (experimental apparatus, velocity mea
suring techniques, data distributions, flow stability, etc.) the 
reader is referred to the thesis on which this paper is based [4]. 
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An Experimental Investigation of 
Natural Convection With Vertical 
Cylinders in Mercuty 
An experimental investigation of laminar natural convection heat transfer from a uni
formly heated vertical cylinder immersed in an effectively infinite pool of mercury is de
scribed. A correlation was developed for the local Nusselt number as a function of local 
modified Grashof number for each cylinder. A single equation incorporating the diame-
ter-to-length ratio was formulated that satisfied the data for all three cylinders An ex
pression derived by extrapolation of the results to zero curvature (the flat plate condi
tion) was found to agree favorably with others' work, both analytical and experimental. 
The influence of curvature upon the heat transfer was found to be small but significant. 
It was established that the effective thermal resistance through the boundary layer is 
less for a cylinder of finite curvature than for a flat plate. Consequently, local heat 
transfer coefficients for cylinders are larger than those for flat plates operating under 
identical conditions. 

Introduction 

The phenomenon of laminar natural convection heat transfer 
from vertical surfaces to low Prandtl number fluids has received 
increased interest in recent years. Analytical and experimental 
investigations have been partially motivated by the necessity for 
using liquid metals as the coolant medium in the forthcoming 
Liquid Metal Fast Breeder Reactors. 

The boundary condition considered here is that of uniform wall 
heat flux. This generally approximates the entry region of the re
actor core and is also amenable to both analytical and experi
mental examination. 

The geometry that has historically received the greatest consid
eration is that of the flat plate. Low Prandtl number solutions of 
the governing equations of continuity, momentum, and energy 
have been obtained numerically by Sparrow and Gregg [ l]1 using 
a similarity transformation and by Chang, et al. [2J, using a first 
order perturbation technique. Experimental studies have been 
performed by Julian and Akins [3], White [4j, and Colwell [5], 
using mercury as the heat transfer medium. 

The geometry of primary importance to the design of core ele
ments in the nuclear reactor is the circular cylinder. An analyti
cal study of this geometry subject to a uniform wall heat flux 
boundary condition was performed by Nagendra, et al. [6j and 
Fugii and Uehara [7]. Prior to the present study, however, there 
has been no reported experimental work involving natural con-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the Journal 

of Heat Transfer. Manuscript received bv the Heat Transfer Division, No
vember 5, 1973. Paper No. 75-HT-C. 

vection from a vertical cylinder to a low Prandtl number fluid ex-. 
cept for the case of small diameter wires [8J. 

A priori, one would expect that the heat transfer results for a 
flat plate will differ from those of a cylinder of some finite diame
ter due to the effects of curvature. In contrast to a flat plate, heat 
transferred away from the surface of a cylinder and conducted 
through the boundary layer is associated with an ever-increasing 
radial heat transfer area. Therefore, due to the inverse propor
tionality between heat transfer area and thermal resistance, the 
overall thermal resistance through the boundary layer should be 
less for a cylinder than for a flat plate, other conditions being the 
same. This implies that the local heat transfer coefficient for a 
cylinder should be larger than that for a flat plate under identical 
conditions and that it should continue to increase with decreasing 
diameter to the limiting condition posed by wires. The effect of 
diameter upon the heat transfer should be most significant when 
the cylinder radius and boundary layer thickness are of similar 
magnitude. 

Apparatus 
Experiments were conducted using three heated circular cylin

ders with outside diameters of 0.590, 1.355, and 2.108 in. Each 
heated section was 3.85 in. high. 

The heater design consisted of a chemically etched, printed-cir-
cuit-type electrical resistance element sandwiched between layers 
of silicone rubber reinforced with fiberglass. 

Each heater was attached to a machined acrylic core. A 0.010-
in. thick mild steel sleeve was then affixed to the heater surface 
and thus became the outer surface in contact with the mercury. 
The bottom edge of the cylinder assembly was positioned ten in. 
below the surface of a 12 in. x 12 in. x 16 in. deep mercury pool. 

Temperatures were measured with a grounded, sheathed, iron-
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Fig. 1 Basic test apparatus

constantan thermocouple. enclosed in a 0.010 in. OD outer
sheath. The thermocouple was attached to a vertical probe shaft
which was suspended from a traverse mechanism. The traverse
mechanism was mounted such that the probe shaft could be ro
tated about an axis coincident with the center line of the fixed
cylinder. A dial indicator, mounted to the traverse mechanism,
assisted in locating the radial position of the thermocouple to
within ± 0.00005 in. A vernier on the vertical rack of the traverse
mechanism provided resolution to ± 0.000:3 in. for the determina
tion of axial position. The system allowed the thermocouple to be

rotated through 1800 about the surface of the cylinder. Within
this circumferential range surface temperatures and radial tem
perature profiles could be measured at any axial position. The
thermocouple probe, cylinder, and traverse mechanism are shown
in Fig. 1.

Ambient temperature in the mercury was maintained constant
by an isothermal water bath outside the stainless steel tank con
taining the mercury. The water bath was insulated with vermicu
lite packed loosely within a rectangular enclosure surrounding the
entire apparatus.

Ambient temperature was measured at a position 2 in. ra
dially outward from the heated surface and 2 in. below the
leading edge of the cylinder. It was assumed that the mercury
tank was large enough Ihat it could be considered an essentially
infinite medium. This assumption was validated by the fact that
ambient temperaturl' sl rat il'ication did not occur over the range
of axial positions invp"l igatl'd.

Procedure
Simultaneous detprminal ion of surface heat flux, q, axial posi

tion, x. and the temppral Ur'(' difference between the heated sur
face and the ambient fluid. '1', - T= enabled the heat transfer re
sults to he correlated in I,'rms of local Nusselt number and local
modified Grashof num her. \Iaximum values of T s - T= were about
15°F. Surface templ'ral ml'S were recorded with the tip of the
thermocouple butted againsl the heated surface. The midpoint of
the thermocouple jun('1 ion \\'as less than 0.002 in. from the inter
face.

Temperature profil!'s \\"'rl' obtained from thermocouple read
ings taken at the s\II'l'a('(' and at radial positions of 0.01, 0.02,
0.03, 0.04, 0.0:3, 0.06. 1l.1l,'. 1110, 0.1:3, and O.:JO in. from the sur
face. The similarity pal'<lnl('lers of Sparrow and Gregg [IJ were
used to represent tl'mperat me versus radial position in nondi
mensional fashion as 1/(11).

Additional details desnihing the apparatus, instrumentation,
and experimental pro(,l'dun' are available in [9J.

Results and Discussion
Prior to the experi m!'nt al investigation it was anticipated that

as the curvature of a Iwaled vertical surface was increased from
zero, the nat plate condition, the local Nusselt number would also
increase for any prescribed local modified Grashof number. The
results show this to be correct within a D/L range of 0.1:3 to 0.55

Transactions of the ASME

nondimensional coordinate
normal to heated surface;

value at distance far from
surface

[) parameter based on diame-
ter

s = parameter based on surface
condition

x - parameter evaluated at loca
tion x from leading edge of
heated surface

/'
x (Gr.,': /5)°·20; evalu-

tempera-
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ated at T,.
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kinematic viscosity
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current· volts
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Rayleigh number;
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Nomenclature

cylinder 1 refers to cylinder of diameter
Pr

0.,590 in.

cylinder 2 refers to cylinder of diameter q
1.35:3 in.

cylinder :J refers to cylinder of diameter
2.108 in.

/' -
Cp specific heat at constant

pressure R
D diameter of cylinder

Ran
u acceleration of gravityh

Grx* local modified Grashof num-
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h thermal conductivity
L length of heated surface
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at T,
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for local modified Grashof numbers between 105 and 1010, and for 
a Prandtl number of 0.023 which was constant in this work. 

It is of interest to note that for Gr.,* as high as 2 x 10J" there 
was no evidence of the onset of transition from laminar to turbu
lent flow. For the flat plate in mercury, transition values of Gr** 
are reported to be on the order of 5 x 109 [5]. 

Approximately two hundred data points were obtained for each 
cylinder. Representative data are presented in Figs. 2, 3, and 4 as 
local Nusselt number versus local modified Grashof number with 
different symbols denoting data taken at various circumferential 
positions. Agreement among the data obtained at these positions 
verifies that the results are valid for the case of axisymmetric 
heating. 

Regression equations of the data, obtained by computer analy
sis, are as follows 

0 . 2 1 6 (Gr ,* ) 0 - 1 9 5 (1) 

0.2-17 (Gr ,* ) 0 - 1 8 9 (2) 

0 . 2 2 4 (Gr ,* ) 0 - 1 8 6 (3) 

By introducing the geometric parameter, D/L, the data were 
made to fit one generalized equation, specifically 

Cyi. 

Cyi, 

Cyi. 

1 

2 

3 

Nu, 

Nu,. 

Nu, 

Nuv = 0 . 2 2 6 ( | ) 0 - 0 3 2 (Gr x *) 0.1! 3(5,-0-032 
L (4) 

This equation predicts the results of the individual regressions to 
within ± 2 percent; it is valid within the laminar flow regime for 
the range of D/L from 0.15 to 0.55. Extrapolation beyond these 
limits is not advised. 

As indicated by the small powers on the D/L terms in the gen
eralized equation, the effect of curvature upon the heat transfer is 
small for the range of D/L considered in this work. Therefore, it 
may be acceptable to use an expression for local Nusselt number 
which was obtained by combining the 592 total data points for 
the three cylinders and regressing the entire group. The result 
was 

Nu,. = 0 . 2 1 6 (Gr ,* ,0.191 (5) 
For the Grashof number range of interest the deviations from the 
individual regressions are less than ± 10 percent. 

Extrapolation of the data to determine the limit at zero curva
ture provides a basis for comparison of the present results for a 
cylinder with those of a flat plate. The extrapolation was accom
plished by plotting local Nusselt number versus L/D for various 
prescribed local modified Grashof numbers. A smooth curve, 
made to fit through the three available points for each value of 
Gr,*, was extrapolated to the intercept (L/D = 0). The intercepts 
were determined for each curve and these values of Nu, plotted 
against Grx*. The equation fitted to these values was 

N u , = 0. 232 ( G r , * i0.181 (6) 
Colwell [5] performed similar heat transfer experiments in mer

cury using a 5 in. x 5 in. vertical flat plate. His correlation 
for local Nusselt number was 

Nuv 0 . 2 3 0 ( G i y \0.180 (7) 

The agreement between equations (6) and (7) is remarkable, 
particularly so since equation (6) was obtained by the extrapola
tion procedure just described. Equation (6) also compares favor
ably to the experimental results of Julian and Akins [3], 

(8) 

(9) 

N u , = 0. 196 (Gr ,* ) 0 - 1 8 8 

and to the analytical results of Chang, et al. [2], 

N u , = 0. 157 ( G r / ) 0 - 2 0 

and Sparrow and Gregg [1], 

N u , = 0. 161 (Gr ,* ) 0 - 2 0 (10) 

With the exception of Julian's work for a Prandtl number of 
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Fig. 5 Dimensionless temperature profiles, cylinder 1, D/L 0.153 

0.022, all other correlations are valid for a Prandtl number of 
0.023. 

The present results have been compared with the results of 
others for the cylindrical geometry, as well as for the flat plate. 
Nagendra, et al. [6j, used a numerical iteration technique to solve 
the governing equations for the case of free convection from a uni
formly heated vertical cylinder. Their results predict significantly 
larger values of local Nusselt number than those obtained in the 
present work, however. The portion of Nagendra's results suppos
edly applicable to flat plates also overpredicts local Nusselt 
number as compared to the results of other authors. 

By using a perturbation technique Fujii and Uehara [7] arrived 
at a correlation for local Nusselt number for a cylinder. Their re
sult predicts Nusselt numbers that are up to 5 percent greater 
than the experimental values. This comparison is considerably 
more favorable than the comparison to Nagendra's results. 

The nondimensionalized temperature profiles obtained for the 
three cylinders are shown graphically in Figs. 5, 6, and 7 as 0(TJ). 
The results are compared to the analytical solution of Chang, et 
al. [2], and to the experimental results of Colwell [5]. The trends 
in the results are of some interest. 

According to a solution by Sparrow and Gregg [10J for natural 
convection from an isothermal vertical cylinder, as Grashof num
ber increases the heat transfer results for a cylinder should ap
proach those of a flat plate; i.e., as Gr.v* increases, the ratio 
(Nu.r, tyi)/(Nu.v. rim piau.) approaches unity. Likewise, the nondi-
mensional temperature profiles for the cylinder should approach 
those of the flat plate as Grashof number increases. Such is the 
trend for cylinders 2 and 3. Also, for similar values of Or** the 
profiles of cylinder 2 are below those of cylinder 3, an effect pre
dictable from the considerations of curvature. However, cylinder 
1 does not display these trends. 

The reasons for these results are subject to some conjecture. 
Nagendra, et al. [6], have suggested three separate heat transfer 
regimes for vertical cylinders, these being wires (Raw D/L < 0.05), 
long cylinders (0.05 < Ra» D/L < fO4), and short cylinders (Raw 

D/L > 104). According to this classification cylinder f was in the 
category of long cylinders while cylinders 2 and 3 were character
istically in the regime of short cylinders [9j. Significant surface 
curvature apparently has a disrupting effect on similarity in the 
regime of short cylinders, while for long cylinders the temperature 
profiles appear to be more similar. In this case there is indication 
that Nagendra's classification scheme may indeed be valid. 
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Heat Transfer in the Separated and 
Reattached Flow on a Blunt Fiat Plate 
Heat transfer measurements are mude in the separated, reattached, and ledeveloped re
gions of the two-dimensional air flow on a flat plate with blunt leading edge. The flow 
reattachment occurs at about four plate thicknesses downstream from the leading edge 
and the heat transfer coefficient becomes maximum at that point and this is indepen
dent of the Reynolds number which ranged from 2720 to 17900 in this investigation. The 
heat transfer coefficient is found to increase sharply near the leading edge. The develop
ment of flow is shown through the measurements of the velocity and temperature in the 
separated, reattached, and redeveloped regions. 

Introduction 

The determination of the heat transfer in the separated, reat
tached, and redeveloped How regions has been recognized to be 
very important in relation to the various engineering aspects, and 
there have been many papers on the wide variety of flow configu
rations. Those are the downward or upward surface steps [1, 2, 3, 
4, 5],1 the abrupt circular channel expansions or contractions in
cluding the orifice induced separations [6, 7, 8, 9, 10, 11] and the 
roughness elements attached to the surface [12J. In many of these 
cases, the flow separation and reattachment may be affected by 
the boundary layer just upstream of the separation point. How
ever, for many cases in which those effects are expected to be 
small (for example: blunt bodies, stalled thin wings, and finned 
surfaces), there appears to be little information except the flat 
plate attached normal to a wall [13]. 

From this standpoint, experiments are carried out for heat 
transfer in the separated, reattached, and redeveloped regions of a 
two-dimensional air flow over a flat plate with blunt leading edge. 
Velocity and temperature profiles are also measured in the 
boundary layer. The flow configuration investigated in this paper 
and the coordinate system are shown in Fig. 1. The flow separates 
at the leading edge and reattaches on the plate surface and sub
sequently redevelops in the downstream direction. 

Exper imenta l Apparatus and Technique 
The experiments are worked out in an open-circuit wind tunnel 

with exhaust. The test section is a rectangle of 100 mm wide and 
400 mm high and the nozzle contraction ratio is 3.0 to 1. The air, 
driven by a centrifugal fan, is exhausted into the room as a free 
jet, but the exhaust is equipped with side plates of plexiglass to 
ensure the two-dimensionality of the flow. The turbulence level of 
uniform flow \ 'TpjlJ^ is about 0.8 percent throughout the pres
ent investigation. The test plate (20 mm thick, 100 mm wide and 
400 mm long) is made from a stainless steel sheet (0.05 mm thick 

1 Numbers in brackets designate References at end of paper. 
Contributed bv the Heat Transfer Division for publication in the JOUR

NAL OF HEAT TRANSFER. Manuscript received bv the Heat Transfer 
Division. April 25. 1974. Paper No. 75-HT-D. 

and 100 mm wide), bakelite, and plywood as shown in Fig. 2. The 
leading edge of the plate is sharply cut at an angle of 90 deg in 
order that the flow always separates there. Heating of the plate is 
done by means of electric current to both sides of the plate be
cause of the axisymmetry of flow and temperature fields-involved 
and heat flux is controlled with sliders. The temperatures on the 
heating surface are measured with 0.07 mm copper-constantan 
thermocouples soldered on the back of the stainless steel sheet, 20 
in the flow direction at midspan, 12 in the spanwise direction at 
three cross sections; furthermore 3 are added to the back of the 
bakelite in order to estimate the heat loss from the test surface to 
the side walls. The positions of thermocouples are shown in Fig. 2. 
Electrical measurements are made with precision type instru
ments and thermocouple voltages are read with a digital potenti
ometer. 

The experiments are carried out under the condition of con
stant heat flux, and the supplying heat flow rate Q0 is deter
mined from the measured electric current I and voltage V fol
lowing the equation 

Q0 = 0. 86 VI. (1) 

The heat loss Qi is estimated from the temperature gradient 
across the bakelite and is found to be smaller than 1 percent of 
(j>o throughout the present investigation. The heat conduction ori
ginating from the temperature gradient of the heating surface it
self is ignored. The net heat flow rate to air Q is obtained by sub
tracting Qi from Qo and the heat flux and the heat transfer coef
ficient are respectively determined by the following equations 

q = Q/A, 

h = (//(Tw-T„). 

Furthermore Nusselt number is defined as 

(2) 

(3) 

Nu = hH/x, (4) 

where the thermal conductivity of air is estimated at the up
stream temperature. In operating the system, about three hours 
are required to attain a steady state. The upstream velocity ranges 
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from 4 m/s to 27 m/s and the Reynolds number from 2720 to 
17900. The Reynolds number is based on the uniform velocity up
stream of the plate, half the plate thickness, and the kinematic 
viscosity at upstream temperature. 

The velocity and pressure distributions in the boundary layer 
are measured with a Pitot tube having an elliptic nose (1.0 mm X 
0.5 mm) and a 1.0 mm static tube and a temperature probe con
sisting of a 0.07 mm copper-constantan thermocouple attached to 
the Pitot tube. It is confirmed that the wall temperature and 
pressure hold the two-dimensionality except in the separated 
flow region, and similarly, velocity and temperature profiles in 
the boundary layer behave two-dimensionally except in the reat
tachment region and those characters are independent of the 
Reynolds number. However, the recirculating flow in the separated 
region is found to fluctuate with flow visualization experiments 

. N o m e n c l a t u r e . 

£/_, P_ 

2H = 
A = 
U = 
T = 

r = 

Re = 
Re* = 

plate thickness 
area of heating surface 
re-component of velocity 
temperature 
velocity, pressure and 

temperature at up
stream uniform flow 

Reynolds number, U„ H/v 
local Reynolds number, 

U„x/t> 

Tu- = wall temperature 
q = heat flux per unit area 

from wall to fluid 
h = heat transfer coefficient 
A = thermal conductivity of air 

Nu = Nusselt number, hH/X 
Nux = Nusselt number, hx/X 
Nu« = maximum Nusselt number 

at reattachment point 

/ 

IhJ 

0 

u,„ 

Cr 
Uf 

i' 

= distance from leading edge 
to reattachment point 

= displacement thickness 
= momentum thickness 
= free stream outside boun

dary layer 
= skin friction coefficient 
= friction velocity 
= kinematic viscosity 
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Fig. 6 Velocity profile in boundary layer, Re = 11700, q = 575 kcal/m2 

hr 

0.2 0 0.2 0 0.2 0 02 0 0.2 0 0.2 0 0.2 0 0.2 0.4 

(T-TCO)/(TW-TCD) 

Fig. 7 Temperature profile in boundary layer, Re = 11700, q = 575 
kcal/m2 hr 

conducted in a water tunnel floated aluminum powders [14]. 

Resul t s and D i s c u s s i o n 
Distributions of the heat transfer coefficient are shown in the 

form of Nu/Re 2 ' 3 for various Reynolds numbers in Fig. 3. The 
heat transfer coefficient is always maximum at x/H = 8 and this 
position is confirmed to be the reattachment point with the tuft. 
Hereafter the Nusselt number at x/H = 8 is called as the reat
tachment Nusselt number, Nu«. The heat transfer near the lead
ing edge is due to the strong shear layer there and therefore the 
heat transfer coefficient is sharply increased as shown in Fig. 3. 
Similar trends are also detected in the results on the double step 
by Filetti and Kays [3J. The heat transfer coefficient decreases 
downstream from the reattachment point and approaches the 
value for the turbulent boundary layer on the flat plate, and then 
the conventional specification of Nu.v and Re.v is shown in Fig. 4 
for the downstream region (x/H > 20). However, it is clear that 
the present results are about 30 to 50 percent larger than the Col-
burn equation for the turbulent boundary layer on the flat plate. 
It is concluded that the present high heat transfer coefficient may 
be produced from the high turbulence intensity as compared with 
the normal boundary layer for the flat plate without separation 
and reattachment [14], The correlation of Nu/( with the Reynolds 
number is shown in Fig. 5. NuR increases linearly with Re in log
arithmic scale and the following empirical expression is obtained 
by means of the method of least square, 

Nu* = 0. 0782 Re0-709 . (5) 

The power of Reynolds number is nearly equal to 2/3 used in 

many of existing results, and Nu/Re 2 ' 3 is independent of the 
Reynolds number with some scatters and is a function of only the 
distance from the leading edge as shown in Fig. 3. The velocity 
and temperature profiles in the separated, reattached, snd rede
veloped flow regions are shown in Figs. 6 and 7, respectively. A 
dotted line found in Fig. 6 is a result with a linearized hot-wire 
anemometer. In the separated region, a large reverse velocity ex
ists and the temperature distribution shows a peculiar deviation 
from other regions. In the developed flow region, the boundary 
layer thickness is about two times the plate thickness, while the 
thermal boundary layer thickness is about the same as the plate 
thickness. The characteristics of the boundary layer downstream 
of the reattachment point are shown in Table 1, in which values 
of the skin friction coefficient are determined from the Ludwieg-
Tillmann formula [15], 

C, = 0. 246 x io-»-6™M>( M)-0-268 ( 6 ) 
V 

Furthermore the universal velocity distributions are shown in Fig. 
8 in the downstream region. The present results are found to ap
proach the Coles formula [16]. The development of the boundary 
layer downstream from the reattachment point may be easily un
derstood from these results. 

Concluding R e m a r k s 
Heat transfer measurements are carried out in the separated, 

reattached, and redeveloped regions of the two-dimensional air 
flow on a blunt flat plate and the velocity and temperature pro
files are measured in these flow regions. It is found that the flow 
reattachment occurs at about four plate thicknesses downstream 
from the leading edge and is independent of the Reynolds num-
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Table 1 Characteristics of boundary layer down
stream of reattachment point 

c;H 

8 
12 
16 
20 
24 
28 
32 

b,i/H 

0.974 
0.708 
0.633 
0.569 
0.524 
0.508 
0.471 

6/H 

0.352 
0.420 
0.439 
0.418 
0.404 
0.388 
0.366 

Cj X 10s 

0.39 
1.78 
2.58 
2.96 
3.31 
3.28 
3.45 

s 

U
/U

 

ber, and the Nusselt number reaches its maximum there. The 

heat transfer near the leading edge is due to the shear layer and 

subsequently the Nusselt number is sharply increased. An empir

ical formula is presented for the reattachment Nusselt number. 

The developments of flow and temperature fields in the boundary 

layer are explained through the velocity and temperature mea

surements in the separated, reattached, and redeveloped flow re

gions. The redevelopment of flow downstream of the reattach

ment is found to be very slow and a long distance is needed to at

tain the normal boundary layer on the flat plate. 
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B.T. Chao1 

R. Greif 

University of California, 
Berkeley, Calif. 

Laminar Forced Convection Over 
Rotating Bodies 
A simple computational procedure is described for ascertaining the heat or mass transfer 
in laminar forced convection over a rotating body of revolution. The analysis is applica
ble to nonuniform surface condition and for fluids having a large or a moderate value of 
the Prandtl (Schmidt) number. Examples are given to illustrate the usefulness of the 
analysis as well as to expose its limitation. 

Introduct ion 

The present investigation concerns laminar forced convection 
over a rotating body of revolution in a fluid of large or moderate 
value of the Prandtl number. The analysis extends Lighthili's 
study [l]2 which used a linear distribution of the streamwise ve
locity component in the boundary layer. Lighthili's analysis is 
asymptotically exact as Pr • <=°. For finite values of Pr, the inaccu
racy depends on the departure of the actual profile from the lin
ear approximation in the region where significant heat transfer 
takes place. In flows induced by rotating bodies, the meridional 
velocity component, u, increases from zero at the surface, reaches 
a maximum and then decreases to zero at a sufficiently large dis
tance away from the surface. This is in contrast to the streamwise 
velocity distribution in boundary layers produced by forced flow 
past stationary bodies which increases monotonically with dis
tance and eventually tends to the value of the external flow. The 
need for a better representation of the velocity field is obviously 
called for in the prediction of the heat or mass transfer associated 
with rotating surfaces. 

The use of a two-term representation of the velocity field in the 
boundary layer has been recently reported by Chao [2] for forced 
flows past two-dimensional stationary bodies. The analysis intro
duces a unique coordinate transformation which makes it possible 
to express the solution of the energy boundary layer equation in 
terms of universal functions. In this study, it is shown that the 
same analysis can be used for a rotating body of revolution with 
or without axial forced flow. Furthermore, the results can be ex
pressed in terms of the same universal functions already reported 
and tabulated in [2] when the transformed coordinates are appro
priately selected. The analysis may also be used for non-Newto
nian flows and for mass transfer in high or moderate Schmidt 
number fluids, provided that the mass transfer rate is sufficiently 
low that it does not significantly interfere with the velocity field. 

1 On leave from the University of Illinois at Urbana-Champaign. to serve 
as Russell Severance Springer Professor of Mechanical Engineering. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting," New York, N.Y., November 17-22, 1974, of THE AMERI
CAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by 
the Heat Transfer Division, November 5, 1973. Paper No. 74-WA/HT-67. 

Analys i s and R e s u l t s 
Let x, y, and z be an orthogonal curvilinear coordinate system 

with the corresponding velocity components, u, v. and w as shown 
in Fig. 1. The flow and heat transfer are axially symmetric. A for
ward portion of the surface is unheated. Neglecting dissipation, 
the steady-state energy equation for a viscous incompressible 
fluid under the usual boundary layer approximations is given by: 

u — + ir 
dx 

d2e 
dz " dz/ 

where 8 = (T - T«,)/(TW - T«,) or (C - C,j/(CU- - C,). for heat or 
mass transfer, respectively. The initial conidition is given by 
0(XQ,Z) = 0, and for x > xo, the boundary conditions are H.(x.Q) = 
1 and 8(x,<*>) - • 0. The two-term representation for the it-compo
nent of the velocity field may be written as 

1 
u = f3i(x)z -^ /3 2 ( .v) -2 (2) 

where ti\(x) is determined by the wall shear in the x direction. In 
pure forced flows, 0z(x) is related to the streamwise pressure gra
dient while in flows solely induced by rotation, it is determined 
by the accompanying centrifugal action. In combined rotation 
and forced external flows, both effects come into play. In the 
analysis which follows, they are merely regarded as known func
tions of x to be determined either from analysis or experiment. 

Substituting (2) into the continuity equation 

d(ru) 8(r«') 

and integrating, yield 
dX 

_2 z 

2r 

dZ 

rf('-ft) 
dx "* 

= 0 

rf(r/32) 

(3) 

'(4) 
6r dx 

since w = 0 at z = 0. To solve the energy equation, the following 
transformation is made (Chao [2j): 

x X = x ( - v ) (5a) 

* ' * 1 V = i}?(x) (5ft) 
where the functions \(x) and g(x) a r c to be determined. Using 
the velocity components given by (2) and (4) and the transformed 
coordinates of (5a) and (56), the energy equation can be ex
pressed as 
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Fig. 1 Curvilinear coordinate system 

d'e 1 
97/ :x 

A/>'h 
2K rg dxx g2 

1 d , ri3?. .i 88 

§K)-g dx\g3 " dt] 

Kg3 dx{1 2g,31
)V3X 

(6) 

To proceed with the solution we first consider the one term repre
sentation for u, that is, with 02 — 0. In this case it can be readily 
demonstrated that a similar solution exists and we need only in
troduce the transformation (5b), namely, >) = zg(x). By setting 
the coefficient of ij2r/fl/r)r/ equal to a constant which is chosen to 
be 3 for convenience, we find 

W _. (7) 
[ 9 K / V ' V 2 

dx 

Clearly, ?; tends to infinity as x tends to .v0. 
For the more general problem, that is 02 not equal to zero, we 

make the same specification for g and, thus, the coefficient of the 
second term on the left-hand side of (6) is still 3. In order to make 
possible the direct use of the universal functions tabulated in [2], 
we set 

4i_^x 
Kg3 flx 

and obtain 

X = l n / W ' 2 d - v 

= 9 (8) 

(9) 

Furthermore, we define a dimensionless parameter t according to 

2ff£i 
(10) 

which is a function of .v only and, hence, may also be regarded as 
a function of x • From the foregoing relations we find that 

,rfe 
6Krg dx g3 

d\ 

and (6) simplifies to: 

d'6 3r,2 ^ - (2e 3^W _ = 9(1 - £ 7 7 ) J 7 — (11) 
a??2 ' ""' a?? v~" ' d\ 

with the boundary conditions 

0 = 1 for T? = 0; 0 = 0 for 77 - °° . (12a,b) 

A series solution of (11) satisfying the stated boundary conditions 
and expressed in terms of universal functions is given in [2], For 
the convenience of discussion, we present in the following the ex
pression for the local wall heat flux: 

^ = - * ( f ) =(TW T . ) k g ( - ^ (13a) 

w h e r e 

- -) = 1 .11985-0 .18868e - 0 . 0 7 2 7 1 e 2 - 0 . 0 5 0 7 9 e 3 

d>) ,=o 

- 0 . 0 5 7 5 1 - ^ - 0 . 0 3 6 0 e 4 ^ - . . . 
dX dx 

dle dle 
+ 0 . 0 9 8 6 1 4 4 + 0 . 0 9 1 6 1 e 4 4 + . . . 

dx2 dx2 

•0.11358 
dX3 

0.10676e 
dx3 

d'le d4e 
+ 0.12004 4 4 + 0.10557e 4 4 + • • • 

dx- dxi 

* A (136) 
For mass transfer, (13a) provides the local mass flux at the sur
face when (Tw ~ T„) is replaced by (Cw - C«) and k/K1'3, which 
appears in the product kg, is replaced by D2'3, D being the mass 
diffusivity. 

Appl icat ions 
We examine heat transfer to a rotating, isothermal sphere with 

or without a uniform stream of undisturbed velocity [/«, parallel to 
the axis of rotation. We first present the case of pure rotation, 
i.e., [/.» = 0. From the solution of the hydrodynamic equations 
(Banks [3]), we obtain 

tii3 1 / 2 

ft = 0 . 5 1 0 2 3 i ? F - ) 0 ( 1 - O.4337102 

+ O.O4O5904-O.OO37O06 + . . .) (14a) 

* > ( ! 
2 .2 2 ^ ,4 4 

I * + 1 5 * - 3 1 5 ' 
.) (146) 

where R is the radius of the sphere and </> = x/R. In addition, we 
have 

r = R s i n <b = R<b(l - ~~ + T^TT 
O LAV 5040 

.) (15) 

Substituting (14a) and (15) into (7) and carrying out the integra
tion with xo - 0 lead to 

(,) i n 

g= 0.55405 P r i / 3 P - ) ( 1 - O . 2 O 6 8 0 2 

-O.OO5604 -O.OO240 6 - . . . ) (16) 

It follows then from (10) that 

1.76872 Pr"1 / 3(1 0.0261(f)2 

-O.OO8104 0 .0026</> 6 - . . . ) (17) 

• N o m e n c l a t u r e . 

(.' = concentration, also denotes 2U„/KR 
in the rotating disk problem 

k = thermal conductivity 
Pr = Prandtl number 
q = heat flux 

r = radial distance from a surface ele
ment to the axis of rotation 

R = radius of disk or sphere 

T = temperature 
u = velocity component in the x direction 
if = velocity component in the z direction 
x = coordinate measured along the sur

face and in the meridional direc
tion 

z = coordinate normal to the surface 
0 = dimensionless temperature or con

centration 

K = thermal diffusivity 
c = kinematic viscosity 
o) = angular speed 

Subscripts 

w = wall condition 
=> = freestream condition 
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Defining a local Nusselt number as Nu 
find 

» 2 , , - l « _ 1 / 3 

2Rqw/k(Tw 7 U 

Nu ( ^ ^ ) P r - 1 / d = 1.108(1 -0 .2068( /y 

where 

<-f*> = 
-O.OO8604 

- 0. OO5604 - 0. 00240s - . . .) • (- ~ 

1.1199 -0.3337 Pr ' 1 / 3 (1 -O.O28602 

- O.OO3O06 - . . .) - 0.2275 Pr"2 / 3(1 -

-0.0138<£4 -O.OOO706 - . . . ) 

(18a) 

O.O53902 

t e r m s involving Pr" 1 , P r " 4 / 3 , e t c . (186) 
In (186), the numerical coefficients of <l>2, 04, etc., are evaluated 
from the sum of the appropriate series in (136). Although the se
quence is dominated by the first term, it is not always convergent 
and use has been made of Euler's procedure for finding the sum. 
The computed results for the local Nusselt number are shown in 
Fig. 2. The uppermost curve is for the limiting case of Pr—> °°, for 
which -(df)/dr])„^o tends to a constant and Nu becomes propor
tional to Pr 1 / 3 as expected. At the stagnation point, </J = 0, the 
foregoing result leads to a wall heat flux which is in excellent 
agreement with that for a disk in pure rotation considered later in 
this section. 

We now turn to the general case of heat transfer to a rotating 
sphere situated in a uniform stream of undisturbed velocity U„ 
parallel to the axis of rotation. Using the results for the velocity 
field obtained by Hoskin [4],3 we identify 

r r 3 1/2 

vR' 

3 3 / 2 

ft = (-g) ^ iv 
, , l A3 

* < 1 ~ 6 ^ « 

ft = -(X + 1) 
UJ 
vR 

120 Ai 

2 

^ 
1 

5040 A 
ikrf.6 + . . . ) (19a) 

<M1 0 a 2 0 4 _ j L 
^ • ) 

3 V 1 5 ^ 315 
(19b) 

where A = (2wfl/3f7»)2 which characterizes the relative impor
tance of the speed of rotation to that of the forced flow. The nu
merical coefficients Ai,As,As, and Aj depend on A and are tabu-

3 Hoskin assumed that the velocity at the edge of the boundary layer was 
that of potential flow, i.e., U - (%)U,a sin 4>- Hence, the result is not ex
pected to be valid as$ approaches it 12. 
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Fig. 2 Local Nusselt number over an isothermal sphere rotating in a 
quiescent fluid of infinite extent 

lated in [4]. Proceeding in the manner previously described, we 
may again deduce expressions for g, e, and, finally, the local Nus
selt number. We shall refrain from exhibiting the details and 
merely present the results which are summarily displayed in Fig. 
3. The case of A = 0 corresponds to pure forced flow. When A = 1, 
the surface speed at the equator due to rotation is 1.5 times (/«,_. It 
increases to 4.74 [/=» for A = 10. The augmentation of heat transfer 
due to rotation is clearly seen. We are not aware of any prior pub
lication of such information. 

Next we consider heat transfer from a rotating disk in forced 
flow produced by a uniform free stream (/» impinging normally on 
its surface. The velocity field in the boundary layer has been cal
culated by Hannah [5], From Hannah's work, we readily identify 

ft = a(C2 + w 2 ) 3 / 4 r / V / 2 , ft = (C2 + io2)r/p (20a,b) 
where C = 2U^/TTR and the numerical constant "a" depends on 
the ratio (w/C)(=7rRw/2U«) which characterizes the relative im
portance of the speed of rotation to that of the forced flow. Sever
al values of a reported by Hannah are listed in Table 1. Using 
(20a) and (7), we find 

g = = ( £ P T ) 
1/3 t r i (C2 + u,2) 

-TUT 
2 \ l / 4 

[i - O 
3 -1/3 

(21) 
3 ' w 

For a disk at a uniform temperature, r0 = 0, and hence g becomes 
a constant, independent of r. Accordingly, 

g i / 3 
ft 

2.?ft 
-(a4 P r ) ' -1/3 (22) 

which is also independent of r. Thus, the heat flux, or the Nusselt 
number (in the form defined by Tien and Tsuji [6)) is given by 

,1/2 a p r , t / 3 _ 
Nu = qwv 

(- 1.11985 

- 0.18868e - 0.07271e2 - 0 .05079 £
3 - . . .] (23) 

since all the terms involving the derivatives of e vanish. The nu
merical results for Pr = 100, 10, and 1 and for values of u / C = 
0,1,2, and °° are presented in Table 1 using one, two, three, and 

Fig. 3 Local Nusselt number over an isothermal sphere in combined 
forced and induced flows 
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Table 1 Comparison of Nusselt number for forced 
flow against rotating disks 

v-De-.o:--: \y ?c irl [ = ] . 

four terms of the foregoing series. For Pr = 100, the Nusselt num
ber data have been reported by Sparrow and Gregg [7] and by 
Hartnett and Deland [8] for <o/C — » . The four-term result of 
2.677 is in excellent agreement with the reported values and the 
one-term result differs by only 7 percent. Of all the values ot'w/C 
shown, this is the only case where the radial velocity component, 
u, rises to a maximum near the surface and then decreases to zero 
at a large distance from it [5], Thus, we anticipate that the maxi
mum error should result for this condition. The same can be ob
served from the results for Pr = 10 and Pr = 1. For a given Pr, 
the best agreement is obtained a tu i /C = 0. The data for Pr = 1 
and foroi/C —• °° are included for the purpose of bringing out the 
limitations of the present analysis. Under these conditions, the 

two-term representation of the velocity field is inadequate. 
If the disk has an unheated region extending from r = 0 to r = 

r0, then e = c0[l _ (To/'")3]1'3, (o being a constant given by (22). 
Furthermore, we find 

_ = T ( F ) L l ( r ) l , dy} -

e .... 3 3 1 /3 4 r 3 
^ ( A i j f i ^ i l ) ) „ r i 4 (Zl) ] e t c . 

o } ) o I 

Hence, the wall heat flux distribution may again be evaluated. 
The local Nusselt number as defined by (23) can be obtained by 
multiplying its right-hand side by the factor [1 - (ro/r)3}1'3 and, 
in addition, by including terms involving tfc/dx, t(dtfdx), d2t/ 
rfx2, etc., in series (136). We therefore obtain the kernel function 
in the Stieltjes integral for the problem of arbitrary nonuniform 
surface temperature. 
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Transient Electrical Heating of Toroidal 
Coils of Rectangular Cross Section 
The exact solution is obtained for the transient thermal response of toroidal coils of rec
tangular cross section with orthotropic constant thermal conductivity, constant density, 
and specific heat, and linear boundary conditions. The solution is a rapidly converging 
doubly infinite eigenfunction expansion whose leading term is generally accurate to with
in 5 percent. No conclusive results were obtained from our evaluation of the applicability 
of previously obtained solutions for the infinite rod approximation for the toroidal coils. 
In some cases, the infinite rod approximation is accurate even for large curvatures, but 
in other cases it is in substantial error for relatively small curvatures. Hence, the solu
tion presented here is generally recommended to predict the temperature distribution in 
toroidal coils and a number of design curves are provided for prediction purposes. 

Introduct ion 

Joulean heating of various electrical coils has long been of in
terest to designers of solenoids, transformers, and other current-
carrying apparatus. Early theoretical analyses by Cockroft [I]1 

assumed heat generated by current flow to be constant through
out the cross section. Jakob [2, 3] introduced inhomogeneous heat 
generation into steady-state one-dimensional (plane, cylindrical, 
and spherical geometries) analyses, accounting for variations in 
resistance of a conductor with temperature. Higgins extended 
Jakob's work to consider steady-state temperature distributions 
in infinite rectangular rods [4, 5] and toroidal coils [6]. 

Carslaw and Jaeger [7] considered the transient Joulean heat
ing of infinite slabs of finite thickness and observed certain condi
tions for which no steady-state solution exists. Cooper [8] found 
similar theoretical conditions for the transient heating of infinite 
rectangular rods. From a practical point of view, these theoretical 
predictions of unbounded temperatures are invalid because the 
constant current driving condition, assumed in references [1-8], 
would require infinite voltages to produce infinite temperatures. 
A steady state is always achieved if the coil is driven with con
stant voltage, a condition which can be treated with a simple ex
tension of the constant current solution when the temperature 
rise is not too great [9]. . 

With the exception of Higgins' work [6], theoretical analyses of 
toroidal coils have received little attention. This paper provides 
the solution for the transient response of toroidal coils of rectan
gular cross section and evaluates the approximations in previous 
analyses of infinite rods [8, 9]. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, January 11, 1974. Paper No. 75-HT-B. 

Formulat ion 
Consider an electrical coil of inner radius a, outer radius a + h, 

and length / (rectangular cross section h X /). The governing 
equation for the temperature distribution, assuming orthotropic 
thermal conductivity and cylindrical symmetry is 2 

K a r 8 T 1 _L. i B T- dT 
<r-PcPlI. a) 

For a constant current driving condition, 

q'" ='<?„[! + a(T - T „ ) ] (2) 

If \a(T - T 0 j | « 1 , a constant voltage driving condition may also 
be approximated by equation (2) if a is interpreted as. minus the 
resistance-temperature coefficient [9], At the boundaries, we as
sume that heat is transferred to the adjacent medium according 
to Newton's law of cooling 

-krdT/dr + Uri(T - T0) = 0 at r = a, 

kr dT/dr + Ur2{T - T0) = 0 at r = a + h, 

- hz dT/Bz + U2i{T - T0) = 0 at z = 0, 

hz dT/dz + U,2(T - T0) = 0 at z = I . 

(3) 

The temperature of the medium adjacent to the solenoid is as
sumed to be uniform. If the spatial variation of the bounding 
temperatures is important, then procedures applied in reference 
[8] will provide the more general solution. We further assume that 
the initial temperature in the solenoid is T(r,z,0) = T0 and de
fine: 

2 See Nomenclature for definition of terms. 
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£ = r/a, i) = z/l, T = krt/pcph
2 , 0 = T - T0 , 

K = kjl2/krf , 

Qo = (?o/'2Ar , B r i = Ur{h/kr , Bzi = Utll/k, , 

d = a/h, e = d + 1 . (4) 

Then the mathematical problem can be stated as 

80 
filial1 + "kfi - a 7 + «<?oe=-<?„ 

- ae/a^ + Brle = o at £ = d , 

3 0 / 3 | + B r 20 = O at | = e ; 

- 3 0/877 + B ^ 6 = 0 at ?j = 0 , 

90/ar) + B220 = 0 at ?] = 1 ; 

e(l,rt,0) = 0 . 

(5) 

(6) 

(7) 

(8) 

Solut ion 

Consider the Sturm-Liouville system for ^-(i;) such that d2-^/dj;2 

+ yH = 0, with boundary conditions -df/dy + B^jit- = 0 at i) = 
0, and d\p/dri + B ^ = 0 at i) = 1. The eigenfunctions (<P„), ei
genvalues (7„), and normalizing factors (N,„) for n = 1,2 . . . are 
derived from 

^n = cosy„?) + (B z l /y„) sinynr? , 

(>'„2 - B2 lB2 2) siny„ - y„(B,i + B,2)cosy„ = 0 , (9) 

, . l 

N,„ = *„2*J 
Yn2 + B z l

2 

2y„2 

x li + (B,i + B,2)(y 2 + B^h 
X U + (y„2 + B2l2)(y„2 + Ba22) ' • 

Similarly, consider the Sturm-Liouville system for <M£) such 
that d^/de + Z^d^/dl; + \2<f = 0; -d</>/d? + B r l 0 = 0 at £ = 
d; and dr/./d^ + B,-20 = 0 at f = e. The eigenfunctions ('/>„), ei
genvalues (X„) and the normalizing factors (Nrn) [10] for n = 1,2, 
. . . are derived from 

^ A„ 

X„2L/„(d, e) + x„[B r lV„(d,e) + B r2W„(d, e)] 

+ B r lB r 2X„(d, e) = 0 , (10) 

A'rn = / " ^ „ 2 ^ = _L-{ e 2(B r 2
2 + Xn

2)$„2(xne) 
2X„2 

- d2(Br l
2 + Xn

2)0„2(xnd)} ; 

where 

U„{p,q) = Y^X^J^q) - J1(XJ>)Yl(\ng) , 

Vn(p,q) = Y,(x„p)J{(xnq) - J^X^Y^q) , 

Wn(P,<l) = Jiixj^Y^q) - Y^XJ^J^q) , 

X„(p,q) = J0(\Jj)Y0(x„q) - YQ(xj>)J0(xnq) . 

(ID 

Here, </0(A„£), Ji(X„£), Y0(XnZ) and Y1(Xn^) are the usual Bessel 
functions of the first and second kinds. The eigenfunctions $„ and 
0n constitute complete orthogonal sets. Hence 

1 . e 
J i ^ d T j = omnN„ and J <£m<ft,|d̂  = 5„,„A'r„ (12) 

o a 

where &mn = 0 for m ^ n and <5m„ = 1 for m = n. 
We now assume an eigenfunction expansion for d in the form 

0 = 2 rmn(T)<UAm!)<i-„(>v?) 
m , > • = 1 

(13) 

which satisfies the boundary conditions (6) and (7) term by term. 
Substituting (13) into (5), multiplying by 0jf,£d£dr;, integrating 
from i) = 0 to ); = 1 and £ = d to £ = e, and noting the orthogon
ality relations, we obtain an ordinary first order differential equa
tion for Tmn. Noting the initial condition (8), we obtain the solu
tion as 

Tmn = FJLI - exp(- Amnr)] (14) 

where 

F
mn = <2o£rmWA

mn J A „ = \n + Ky 2 - CtQa , (15) 

U = V 1 J 0B«d« = A'rm-1xm-2Uffirl0m(xrad) 

+ eBr2<bm{xme)} (16) 

£*„ = ^ n " 1 j ^ « = Nzn-
lv„-2 [y„siny„ 

o 

+ B2l(l - cosyn)] (17) 

From (14), the temperature is unbounded for increasing T if 

.Nomenclature. 

a = inside radius of coil, ft 
Bri, Bi/ = Biot numbers = Urih/kr, 

Uztl/kz, i = 1,2 
cp = constant specific heat, 

Btu/hr lb-mass °F 
d,e = nondimensional inner and 

outer coil radii = a/h, 
(a + h)/h 

h = coil thickness, ft 
kr, kz = thermal conductivities in 

r, z directions, Btu/hr 
ft°F 

I = height of coil, ft 
Mrm, Mzn - nondimensional parameters 
Nrm, Nzn = normalizing factors in the 

r, z directions 
q'" = heat generation, Btu/hr ft3 

qo = heat generation at ambient 
temperature, Btu/hr ft3 

Qo = qah
2/kr 

r, z = cylindrical coordinates, ft 
R = dimensionless parameter 
T = temperature, °F 

T0 = ambient temperature, °F 
Tmn - generalized temperature co

efficients, °F 
t = time, hr 

fo = thermal time constant, hr 
Un, Uzi = total heat-transfer coeffi

cients at the boundaries 
in the r,z directions, i = 
1,2, Btu/hr ft2 °F 

a = resistance temperature co
efficient, ohm/ohm °F 

iimre = parameter = Xm
2 + nyn

2 ~ 
aQo 

i,i) = nondimensional cylindrical 
coordinates = r/h, z/l 

£m,im = location of maximum tem
perature 

Xm, 7n = eigenvalues in the r,z direc
tions 

K = parameter = hzh2/h,-l2 

P = density, lb-mass/ft3 

<t>m,^n = eigenfunctions in the r,z di
rection 

8 = temperature rise = T - T0, 
°F 

I>A = average temperature rise, 
°F 

6M = maximum temperature rise, 
°F 

T = nondimensional time = 
krt/pCph2 

$rm, Szn = parameter 
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I0"3 \0~z 10"' I 10 IOz 

Fig. 1 Loca t ion of m a x i m u m temperature 

Am„ < 0 for any m,n. Because the eigenvalues are a monotonical-
ly increasing set, a necessary and sufficient condition for a 
steady-state solution is A n > 0. If a > 0, possible value of Q0 as
sociated with some boundary conditions lead to no steady state. 
For the constant voltage approximation (a < 0), A n is always 
positive and a steady-state condition always exists [9]. 

Approximate Solut ion 
Numerous test cases have shown the solution (13) to be given 

to within 5 percent for all r and to within 2 percent in the steady 
state by the leading term 

0 ~ A(T)tr^4>^U(v) (18) 

where A - Q0[l ~~ exp(-Ar)] /A. (Here we have dropped the 1 
subscripts for convenience.) This simple product form leads to 
separable design formula for temperature variations in the | and 
1} directions. For example, the maximum temperature is located 
at the point where d<p/di; = cty/dij = 0, or else on the boundary if 
this condition is not met in the interior. The coordinates (d < £,„ 
S e; 0 < )i„, — 1) of the interior hot spot are given by solving 
\U(d,£m) + B,iV(d,i,n) = 0 and -7sin7i)m + B?i cosTi/m = 0. 
Fig. 1 locates the maximum radial temperature as a function of 
Bi-i, B,2 and d. The case d = <= corresponds to an infinite rectan
gular rod [9] and may be used to determine i/m by using Bn , B»2 

in place of B,i, B,2-3 Fig. 1 shows that the hot spot moves toward 
the center of the solenoid as the inner radius decreases. The max
imum temperature rise is approximated by substituting £m and 

into (18) 

0m = i4(T)£ rS>m„i( . l n„ . (19) 

The average temperature rise is given by 

eA = f f 6dkdn ~ A(r)iri1!MrM, (20) 
d 0 

w h e r e 
e i 

Mr = f <t>d£ ; Mz = / ipdrj . (21) 
" d ' 0 

One other design formula that is easily obtained from the ap
proximate solution is the thermal time constant (to) at which 
time AT = 1. Hence, to = pcph

2/krA. 
From (18), the spatial shape of the temperature distribution is 

determined by the boundary conditions independently of r, a, 

3 Note that { —» => as d — <° such that \(, - d\ < 1 is the normalized 
coordinate measured from the inner radius of the coil. 

Table 1 Variation of pertinent ratios with coil 
curvature 

and Q0- For example, a gross measure of the temperature gradi
ent is the ratio of maximum to average temperature given by 
f)m/tlA~ [^max/Mril^max/Mjj. (Strictly speaking, the rapid con
vergence properties of (13) indicate that variations in r, a, and Q0 

make less than a 5 percent difference in the temperature distribu
tion.) 

Effect of Curvature on Coil H e a t i n g Character i s t ics 
As d —>• co (zero curvature), (18) is asymptotic to the solution 

for an infinite rectangular rod. We chose the particular form in 
(10) to assure <j,n ~ (d/£)<1/2>[cosX„(£ - d) + (Brl/Xn)sinX„(£ -
rf)I when d s> 1. Thus, from (9). 4>n is asymptotic to ^ n if B;i and 
Bz2 are set equal to B,i and B,-2. In this case, X„ — y„; Nrn - • 
Nz„; $m "-*• izn; etc. Thus, we can evaluate curvature effects by 
setting B.,i = B,i and B z 2 = B,2 and studying the approximate 
solution for X/7, 0max/^max, etc., which should approach unity as 
the curvature effects become negligible.4 

Table 1 summarizes the range of some pertinent ratios as a 
function of d = a/h. Here R = (0max/Af,.)/(^max/M?) is useful in 
determining the ratio of maximum to average temperature rise. 
Other ratios in Table 1 indicate curvature effects on maximum 
and average temperature rises (see (19) and (20)). Figs. 2-6 show 
the main variations as a function of B,i and B,2 and several 
values of d. For 0.1 < d < 1, most pertinent factors are within 10 
to 20 percent of those predicted for infinite rods. However, (X/7)2 

is probably the most critical ratio (particularly if A < 1) and it 
can differ from the solution for an infinite rod by much larger fac
tors. Table 1 shows discrepancies in this parameter as large as 
±20 percent for some cases when d is as large as 2. Thus, depend
ing on the application, significant errors could result from the in
finite rod approximation, even if d > 2. 

When the same cooling conditions exist on the inside and out
side coil surfaces (i.e., when B,i = B,2), average and maximum 
temperature rises for toroidal coils are very accurately predicted 
by the infinite rod approximation independent of the curvature. 
However, the location of maximum temperature rise varies signif
icantly, moving outward with increasing B,i = B,-2 and increas
ing d. This interesting case, which appears to minimize curvature 
effects, exists when the ratio of heat transferred across the 
boundaries (per unit area) to the heat generated (per unit vol
ume) is independent of d. Because the ratio of surface area to vol
ume for the toroidal coil is constant, the condition B,i = B,2 as
sures such a heat balance independent of the curvature. 

Design Aids 
In essence, Figs. 2-6 provide ratios between radial parameters 

and analogous parameters for the infinite rectangular rod that 
can be used with previously published results [8, 9] to determine 
the solution for toroidal coils. For completeness, previously pub
lished plots for 7 and f; are repeated in Figs. 7 and 8, and addi-

4 This use of boundary conditions is a mathematical artifice (without loss 
of generality) to reference the solution to the case of zero curvature, and 
should not be interpreted as representing the boundary conditions for any 
specific coil. 
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tional design curves for estimating maximum and average tem
perature rises are given in Fig. 9. If the ratio of maximum-to-av
erage temperature rise is of interest as a gross measure of the 
temperature gradient, the designer may obtain a quick estimate 
of 0max/M, by multiplying R from Fig. 6 by ^max/AT- from Fig. 
10 (using B^i = B r l and Bz2 = B,-2). imax/M., is also determined 
from Fig, 10 (using B_,i and B ? 2 for the coil of interest). Then 
OM/<>A = (*,-nax/M,.)Wmi,s/M,). 

10 10' 

Fig. 5 Average temperature parameter (B r , = B j , , B r2 = B2 

Examples 
Consider the solenoid driven with a constant current condition 

previously studied in (8, 9]. The input parameters are « = 0.0022 
ohm/ohm °F, q0 = 318 Btu/hr ft3, U:1 = U:2 = 5 Btu/hr ft2 °F, 
Un = 0, Ur2 = 1 Btu/hr ft2 °F, I = 4 ft, h = 0.528 ft, kr = 2 Btu/ 
hr ft °F, ks = 131 Btu/hr ft °F, i> = 166 lb mass/ft3, and c„ = 
0.213 Btu/hr lb mass °F. In this case we find that B,i = 0, B,2 = 
0.264, B 2 l = B z 2 = 0.52, K = 1.141, Q0 = 44.33. 

Symmetry in the z direction and the insulated inner boundary 
lead to a maximum temperature at ?; = 0.5 and £ = d. The 
steady-state temperature distribution along ij = 0.5 is 
within about 5 percent of that for an infinite rod if d > 5. The 
temperature drops as d decreases because the ratio of the area 
across which heat is transferred to the volume of the solenoid (the 
heat generated is proportional to the volume) increases as the ra-
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dius of the solenoid decreases. The spatial variation, of tempera
ture appears to be independent of d, and the variation in maxi
mum temperature is almost entirely due to the variation of A2 as 
a function of d (see Fig. 2). Because A increases with decreasing 
d, the thermal time constant decreases with decreasing d (see Fig. 
11). 

Suppose that by some means of cooling we can obtain a heat 
transfer coefficient at the inner boundary of Un = 1 Btu/hr ft2 °F 
(Bri = Br2 = 0.264). Then the temperature distribution across i; 
= 0.5 is given by Fig. 12. Although the spatial variation of tem
perature varies with d, details of the infinite rod solution are ap
proximated to within 10 percent for d > 0.1, and the average and 
peak temperatures are almost independent of d. As indicated pre
viously, the surface area to volume ratio is a constant in this 
case; therefore, the heat balance required for a steady state oc
curs at about the same temperature regardless of the radius of 
the coil. The thermal time constant is also essentially indepen
dent of d in this case. 

Conclus ions 
The exact solution for the transient temperature response of a 

toroidal coil of rectangular cross section has been given in the 
form of a rapidly convergent doubly infinite eigenfunction expan-
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sion. The leading term approximation is generally accurate to 
within 5 percent, i.e., it is more accurate than one can read the 
design curves presented. 

There is a particular current density for a given solenoid or a 
coil driven with a constant current condition for which no steady 
state exists. In reality, no constant current condition can be in
definitely fulfilled because there will be some maximum voltage 
associated with the particular situation. The temperature is al
ways bounded in the constant voltage case for a > 0; and, when 
\a(l\ -C 1, the solution is given approximately by the results pre
sented here with a replaced by —a. 

The shape of the temperature distribution across a given sole
noid is quite insensitive to changes in the resistance-temperature 
coefficient «, the normalized heat generation density Qo = qoh2/ 
kr, the ratio n = kzh

2/k,l2 and the normalized time T = k,t/c„h2. 
The variation in the temperature distribution shape because of 
changes in these variables is expected to be less than 5 percent. 
In particular, the ratio of the maximum-to-average temperature 
rise is determined primarily by the boundary conditions. 

One cannot make a meaningful general statement as to the ac
curacy of the assumption of an infinite rod for a coil because the 
validity of the assumption depends on the particular boundary 
conditions as well as the curvature. The assumption is quite good 
for Bri = B,2 and d > 0.1 insofar as average and maximum tem

peratures are concerned, but not for the location of the maximum 
temperature or the precise shape of the temperature distribution. 
For small Biot numbers, the chief effect of varying the curvature 
is in changing A, i.e., the variation of A. This affects the ampli
tude of the temperature and the thermal time constant. 

The solution for the infinite rod is not necessarily a bound for 
the true solenoid. In some cases, where it is a bound, it may not 
be a very good one. Thus, we conclude that the solution for the 
most realistic case, namely the toroidal coil, should be used by 
the designer in all cases except B,i = B,2 . Because of the rapid 
convergence, one need only consider the leading term, and there
by might even write a rather simple computer program to be used, 
by the designer. However, he may apply the design curves pre
sented here and obtain an answer with reasonable speed and ac
curacy. 
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EQUIPMENT FOR WASTE HEAT UTILIZATION AND DISPOSAL 

The K-10 Committee of the ASME Heat Transfer Division will sponsor a session on Equipment for 
Waste Heat Utilization and Disposal. The session will deal with all aspects of Waste Heat Equip
ment from conceptional ideas for equipment to experience with operating systems. Typical topics 
to be covered in the session include the design, construction, and operation of Waste Heat Boilers, 
Cooling Towers, Ponds, equipment for converting waste heat to mechanical energy, and systems 
which use waste products as fuel. 

Inquiries regarding the session as we II as abstracts and manuscripts should be addressed to: 

Dr. George J. Kidd 
Union Carbide Corporation 
P.O. Box P, Mail Stop 197 
Oak Ridge, Tenn. 37830 
(615) 483-8611 
Telephone Ext. 3-9659 

HEAT TRANSFER IN TURBULENT FLOWS 

ASME Heat Transfer Division Committee K-12 plans to sponsor a special session on Heat Transfer in 
Turbulent Flows. 

A broad coverage of heat transfer in external and confined turbulent flows is encouraged. Ap
propriate topics include, but are not limited to, turbulent boundary layers, flow-through tube 
bundles, internal flows, unsteady flows, flow with contaminants or additives, surface fouling phe
nomena, turbulent jets, turbulent heat transfer augmentation, rotating flows, film and transpira
tion cooling, variable property and three-dimensional flows, separating and reattaching flows, 
measurementtechniques, and prediction methods. 

Inquiries regardingthe session, abstracts, and papers should be forwarded to: 

Prof. K. T. Yang, Chairman 
Department of Aerospace and 
Mechanical Engineering 
University of Notre Dame 
Notre Dame, Ind. 46556 
Telephone: (219) 283-7466 
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Heat Conduction in Solids With Random 

Initial Conditions 
The problem of heat conduction in solids with random initial condition is studied. A 
general theory is first discussed and several examples are considered. It is observed that' 
the homogeneity of the random initial condition is sufficient for the homogeneity of the 
temperature field in an unbounded domain. But in bounded domains the random tem
perature field becomes nonhomogeneous even though the initial condition is homogeneous. 

1 Introduct ion 

In recent years, there have been increasing applications of 
probabilistic methods to engineering problems involving random 
functions. Among the most important in mechanical engineering 
are the problems of turbulence [l] ,1 vibrations and acoustics [2, 
3]. It appears, however, that only recently some attention has 
been given to the problem of heat conduction in solid with ran
dom conditions. Samuels [4] stated the possible sources of ran
domness in a heat conduction problem and solved several one di
mensional examples of heat transfer with random boundary con
ditions and random heat generation. In a recent paper Hung [5] 
studied the heat transfer of thin fins with stochastic root tempera
ture. 

In the present work, the problem of heat conduction in solids 
with random initial temperature is considered. The general theo
ry in an unbounded domain is discussed and several examples in 
bounded domains are solved. The correlation functions of the ran
dom temperature field are obtained, the variances are calculated 
and plotted. It is observed that the homogeneity of the random 
initial condition implies the homogeneity of the random tempera
ture field in an unbounded domain but in bounded regions the 
stochastic temperature field becomes nonhomogeneous even 
though the initial field is homogeneous. 

2 General Theory 
, Before going to specific problems, we discuss some general fea
tures of heat conduction with random initial condition. The basic 
equation for heat conduction in homogeneous isotropic solids is 

9T 

• St 

Assuming that the initial condition 

T L O = / ( X ) (2) 
is a random function of space, the temperature distribution be-

kVlT. (1) 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR

NAL OF HEAT TRANSFER. Manuscript received bv the Heat Transfer 
'Division, January 29,1974. Paper No. 75-HT-E. 

comes also a random function. The correlation function of a ran
dom field f(x) with zero mean is defined as 

Rf(xu X2) = </(Xi)./'(X,)>, (3) 

where < ) is the expectation operator. The value of the correlation 
function at xi = X2 = x is the mean square of the random field at 
point x. The equation governing the dynamics of the temperature 
correlation is simply obtained by first multiplying equation (1) 
at X2 by T(xi, t), and furthermore, multiplying equation (1) 
evaluated at xi by 7Yx2, t), , and then adding the two resulting 
equations. The result then becomes 

JfRM, *2, t) = ??[(V1
2R I(xi, X2, 0 + V 2

2 R , ( x , , X2, ()} (4) 

where Vi2 and v 2
2 are the Laplacian at xi and x2, respectively. 

Let 

(5) x — x<> Xi 

equation (4) then becomes 

dR 
-jf(xi, X, + X , t) = 2kRT(xu Xt + X, /) (6) 

which is the basic equation for the dynamics of the correlation 
function. In an unbounded domain for a homogeneous random 
field, that is when RT is only a function of x equation (6) may be 
easily integrated to give 

expi 
(x-x'f + ( v - y ' ) 2 + (z-z'f 

}Rf(x')dx'dy'dz' (7) 

where Hit) is the Heaviside unit step function. Equation (7) 
shows that the correlation function RT(K, t) decays to zero with 
time. 

As an special example let us consider the case of a purely ran
dom initial conditions, i.e., 

Rf(x) =S06(.v)o(y)6(<0 

where hix) is the Dirac delta function. 

(8) 
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The correlation function at time t then becomes 

Insert< R 
kS,H{() 

^(X> ')=l2feoi72exl° 
A" + V' 

8/,'/ 0) 

It is observed that the homogeneity of the initial condition in 
an unbounded domain implies the homogeneity of the correlation 
at any later time. Note that the homogeneity of a random vari
able in space corresponds to the stationarity in time. We now con
sider some example of heat conduction with random initial condi
tions which may be of some practical interest. 

3 O n e D i m e n s i o n a l B o u n d e d D o m a i n 

Consider a thin wire of length I or an infinite slab of thickness /, 
both ends of which are kept at zero temperature. The initial tem
perature field is assumed to be a random function f(x) of space 
with zero mean. In order to find the temperature correlation func
tion we note that the general solution of the one-dimensional heat 
equation 

Fig. 1 The variation of the mean square temperature with x /1 and 0 = 
M / 1 2 

01 _ 'Vv2 (10) The mean square of the temperature distribution is 

with boundary condi t ions 2S„ 

T r | „ , =o 

and in i t i a l condit ion 

7"lr.o=/Cv) 

is L6j 

rnt A 2 n , nilX r , 2 2 
r(x, I) = j 2-i s in -r— exp | - kirn" 

1
 n=t ' mi 

(ID 

(12) 

(13) 

t 
f Main'^dx' 
o / 

The correlation function then becomes 

4 ^ ^ . nnx . WTT.Vi 
R Jx, ,Y,) =-fi Lil_, sin—r— sin ——' 

' " n=t m=l ' ' 

e x p { - k(n2 + nrWl/l2} ][ fg fl/lv',^') 

3in.U™'3iaU!™Ldx>dXl< (14) 

Assuming now that f(x) is a purely random function i.e., 

Rf(x, A-j) = Rf(x - A-t) = S06(x - A',) (15) 

Employing (15) into equation (14) we find 

RT(x,xut)=^£ s i n ^ H ain2Hl exp{-2fe H V/ /7 2 }(16) 

which is the expression for the correlation function. Note that al
though the initial temperature distribution ffx) is a homogeneous 
random function the temperature field at time f is not homoge
neous. This is of course due to the effect of the deterministic bound
ary conditions imposed on the problem. 

(T2(x, ()) = RT(x, x, /) = ^ £ s i n 2 ^ i e x p l - Z ^ V / / ? 2 } 

(17) 

Fig. 1 shows the variation of the mean square temperature with 
space and time. 

4 S e m i - I n f i n i t e Sol id 
Consider a semi-infinite solid whose temperrerature at x = 0 is 

kept at a constant temperature which is assumed to be zero. The 
initial temperature field is assumed to be a homogeneous random 
function f(x) with given correlation function Rf(xi - xz). The 
general solution for the temperature field is [6] 

T(x, I) = ^ L - / 0 " / U - ' ) l e x p { - (A- - x'f/^kt) 

- e x p { - (A- + x')2/4kl] \dx' (18) 

The temperature correlation function then becomes 

RT(x,xt,I) = | ^ - r J0" dx' j "°dxt'Rf(x',Xi') 

' x [exp {- (x - x'f/ikt)} - exp {- (x + x')2/4kt} ] 

x [exp {- (xj - xi'?/4kt\ - exp { - Ivj + xx'f/Mtt} ) (19) 

For purely random initial condition, i.e., 

Rf(x,Xi) = S0o(x - A ' , ) 

the correlation function becomes 

(20) 

RT(x, Xil /) = ̂  |exp (_ k^f} _ exp { k ± ^ | J {21) 

The variance of the temperature field at point x and at time t is 

•Nomenclature. 

Go = constant 
H(t) = heaviside unit step function 

k = thermal diffusivity 
I = length of the wire 

R = correlation function 

So = constant 
T = temperature 
t = time 

x,y,z = space coordinates 
6(x) = Dirac delta function 

Subscripts 
T = refers to temperature field 
f = refers to forcing function 
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^ ' '^Tlf fe^^W-l (22) 

Fig. 2 shows the variation of the variance with space and time. 
For a random initial condition whose correlation function is 

constant, i.e., 

Rf(x,xt) = G„ 

equation (19) after the integration yields 

RT(x,xu I) - G0 erf (^7==) ert(jj^) 

(23) 

(24) 

The expression of the variance of the temperature field then be
comes 

( r 2 ( x , / ) ) = G 0 [ e r f ( 7 | n ) l 2 

the foregoing is being plotted in Fig. 3. 

(25) 

5 Three -Dimens iona l Solid 
Let us consider a three-dimensional half space bounded by the 

plane x = 0 which is kept at zero temperature. The initial tem
perature is assumed to be given by a homogeneous random func
tion fix, y, z) with correlation function 

Rf(x - xu v ~ Vi, z - £ t) = (Ax, v, z)Axi,y\, *0> (26) 

Equation (1) is the basic equation of heat conduction in a homo
geneous isotropic solid. The general solution of this equation sat
isfying the boundary condition at x = 0 and for arbitrary initial 
condition f(x, y, z) is [6] 

x (exp< 
(x - -v')zi „.„, r U + x'f 

ikt e x p i - 4k r-u 
x expj 

( r - v ' ) 2 + U 
4/,-/ 

(27) 

The correlation function of the temperature field may then be ob
tained by direct substitution of the foregoing into 

RT(x,y, z;xltyu *,; /) = [T(x,y, z, l)T(xuyu zu /)> (28) 

Assuming that the initial field is completely random, i.e., 

(fl\-,y,z)Axi,yuzi)) = S 0 6 ( A - - A : I ) O ( V -yJ&iz-zO (29) 

The expression for the correlation function of the temperature 
field becomes 

RT(x,y,z;xuyuzul) 

x exp 

(Znkl)in 

j ' y ~ y i ' l / i t *• v + \ ' i . r 

8/,'/ ' 

x(l + e r f i ^ ) L e x p { ^ ^ ^ } - e x p { - ^ i l ! } | ( 3 0 ) 

the variance of the temperature field is simply obtained by set
ting x'i, Vi, z\ equal to x, y, z. Then we find 

<r2(w>')) = ( d fe ( 1 +erf7fc)(1 +erl7m] 

•[1 -exp ig^U (31) 

For constant y and z the foregoing is similar to equation (22) 
which is the expression for variance in a one-dimensional field. 

(j Conclus ions 
In the present work several problems in heat conduction with 

random initial conditions are solved. The problems considered are 
an extension of the work carried out by Samuels [4], but they are 
different from his in a fundamental way. In this paper the case of 
random initial condition is considered, but in Samuels', the cases of 
random forcing function and random boundary conditions are dis
cussed. It must be pointed out that heat conduction with random 
initial condition is of great practical interest, since in most of 
the practical heat conduction problems, usually, the initial condi
tion is not known, and at best is estimated; it is random in na
ture. 

We conclude the paper by following remarks: 
1 Due to the nature of the diffusion equation the effect of the 

initial condition diminishes gradually with time. For a constant 
boundary condition the solution of the heat equations approaches 
that constant independent of the initial condition, even if it is 
random. Hence as we see from Figs. 1-3 the variance of the tem
perature field decays to zero asymptotically. 

2 The effect of the deterministic boundary conditions is a def
inite reduction of the variance of the temperature field in the 
neighborhood of the boundary. This can be clearly seen from Figs. 
1-3. The penetration distance of the deterministic boundary con
ditions as can be seen from Figs. 2 and 3 are approximately A\lu 
and 2v'7?t, respectively. In other words, the effect of the deter
ministic boundary condition penetrates with a speed proportional 
to 1/vTinto the random field. 

Fig. 2 The variation of the mean square temperature with x/V2kt 
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ERRATA 

An errata on D. M. France, "Experimental Determination of Sodium Superheat Employing LMFBR Simulation Parameters,' 
published in the Aug., 1974, issue of the JOURNAL OF HEAT TRANSFER, pp. 359-364. 

Third paragraph, line three on p. 363, should read: PL,(Z) instead of P[(Z). 

LASER BEAM AND MATERIAL INTERACTION 

ASME Heat Transfer Division Committee K-12 plans to sponsor a special session on LASER BEAM 
AND MATERIAL INTERACTION 

Topics of interest include, but are not limited to, mirror and window heating, thermal ballooning, 
target melting and spading, LSD waves, and laser beam welding and cutting. 

Inquiries regarding the session and papers should be forwarded to 

Dr. Kang R. Chun 
Northrop Research and 
Technology Center 
3401 West Broadway 
Hawthorne, Calif. 90250 
Telephone: (213) 675-4611 

Ext. 2814 

FUNDAMENTALS OF TWO-PHASE FLOWS 

Sponsored by the K-8 Standing Committee on Theory and Fundamental Research, and the K-13 
Committee on Nucleonic Heat Transfer. 

This session will deal with the fundamental nature of two-phase flow from both an experimental 
and an analytical viewpoint. Papers which treat the basic nature of these flows are especially en
couraged, as are papers which develop analyses based on these concepts. Appropriate topics for 
this session might include, but not be limited to, the following: flow regime transition and identifi
cation, field equations and development of constitutive equations, interfacial transfer, momentum 
fluctuations, wave structure, and transient effects. Papers involving the development of correla
tions shall also be considered so long as emphasis is placed on the use of fundamental concepts. 

Prospective contributors are requested to send four (4) copies of an abstract by March 15, 1975, to: 

Dr. Owen C. Jones, Jr. 
Argonne National Laboratory 
Reactor Analysis and Safety Division 
9700 S. Cass Avenue 
Argonne, IL 60439 
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An enatn on D. M. France, "Experimental Determination of ~odium Superheat Employing LMFBH Simulation Pllrameters," 
published in the Aug., 1!17·I, issue of the .JOUHNAL OF HEAT THANSFEH, pp. ;15!)-;lfj,1. 

Third paragraph, line three on p. :16:1, should read: ]>[.I(Z) instead of I'[(Z). 
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Low Knudsen Number Heat Transfer 
From Two Spheres in Contact 
Heat transfer from an aerosol aggregate composed of two touching spheres is investi
gated analytically. In the range of interest, the Knudsen number is small and the Peclet 
number negligible. The Nusselt number of a sphere is found to be reduced by the pres
ence of a neighbor and by temperature jump. Expressions for the Nusselt number are 
obtained. 

Introduction 

While heat transfer from aerosol particles is a matter of consid
erable technical interest, there is relatively little analytical work 
that is directly applicable. The reason appears to be that, unlike 
the objects of most studies, aerosol particles are characterized by 
nonvanishing Knudsen numbers and their motion relative to the 
surrounding gas is characterized by low Reynolds numbers. 

Consider, for example, a spherical particle having a radius of 1 
Mm. This size roughly corresponds to the upper limit of readily re-
spirable particles. These small particulates, when emitted, are dif
ficult to collect and present significant health hazards. The 1-jum 
radius particle in air at standard conditions has a Knudsen num
ber, Kn, of about 0.1. The Knudsen number is the ratio of the mo
lecular mean free path to a characteristic length—the particle ra
dius in this instance. When the Knudsen number is not vanishing-
ly small, continuum analysis does not strictly apply and effects of 
the finite mean free path become apparent. For small Knudsen 
number these effects are confined to a region close to the particle 
surface. Continuum analysis, used with modified boundary condi
tions to account for gas-surface interactions, is frequently used in 
this regime to yield expressions valid to the first order in Knudsen 
number. 

A temperature jump at a solid-gas interface results from a nor
mal component of the temperature gradient at the surface. This 
phenomenon is discussed by Chapman and Cowling [l] .1 The gas 
temperature near the surface, as elsewhere, is related to the distri
bution of molecular velocities. The molecules near the surface can 
be divided into two showers, those approaching and those receding 
from the surface. For heat transfer calculations the molecules ap
proaching the surface can be considered to originate at an effective 
distance, 207, from the surface. <p' is a constant of order unity 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division February 28,1974. Paper No. 75-HT-L. 

while / is the molecular mean free path. This characteristic length 
is greater than that associated with momentum transport because 
of the correlation between a molecule's translational energy and its 
mean free path. 

The molecules receding from the surface may be treated in two 
groups. In lieu of a detailed examination of gas-solid interaction, 
the molecules are considered to leave with a fraction, ar, having 
come to thermal equilibrium with the solid and with the remaining 
fraction thermally unaffected, ar is called the thermal accommo
dation coefficient. Its value depends on the gas-solid combination 
and on the condition of the surface. Several values are presented 
by Eckert and Drake [2]. 

Simply calculating a mean gas temperature at the surface, Ts, 
by using the temperatures associated with each of these groups, we 
find 

aT dy (1) 

7'., is the surface temperature of the solid and dT/dy is the normal 
component of the temperature gradient in the gas. The coefficients 
are often combined into a single coefficient, C,, of order unity and 
the temperature jump expressed by 

iJT 
(2) 

Utilizing this boundary condition in low Knudsen number heat 
transfer gives a correction of the order of the Knudsen number. 

The analysis presented here is not restricted to the particular 
simple model of the jump coefficient expressed in equation (1). 
More accurate and sophisticated expressions, e.g., see [3, 4], for the 
temperature jump coefficient exist and may be directly employed 
here. 

Consider again the 1-fim radius spherical particle. With a densi
ty of I g/cm3, the particle will settle in still air with a Reynolds 
number of about 10~~5. Since the Prandtl number is of order unity, 
the Peclet number will also be approximately 10 - 5 . These esti
mates remain the same for particle motions within most control 
equipment and sampling devices and for motion in the atmo-
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sphere. Because of the very small Peclet numbers, convective con
tributions to the heat transfer from such particles are normally 
considered negligible. Convective effects are insignificant when 
compared with the effects arising from nonzero Knudsen number. 

For larger particles possessing larger Peclet numbers and small
er Knudsen numbers, the effects of convection become increasing
ly important. Acrivos and Taylor [5] analyzed small Peclet number 
heat transfer from a single sphere in the Stokes flow regime. This 
analysis was extended by Rimmer f6] to Reynolds numbers near 
unity by using the Proudman and Pearson [7] expansion for the 
velocity field. 

Taylor [8] extended the analysis of Acrivos and Taylor to the 
small Knudsen number regime by including the effects of fluid slip 
and temperature jump at the surface of the sphere. For zero Peclet 
number, only the temperature jump has any effect. In this limit 
Taylor's expression for the Nusselt number is equivalent to a re
sult of Kavanau [9). In our notation the Nusselt number based on 
particle diameter 2a is 

£ = 0 

Fig. 1 Tangent sphere coordinates 

Nu = 
1 + Ctl/a 

which, to first order in the Knudsen number, is 

Nu = 2(1 - Ctl/a) 

(3) 

(4) 

Equation (3), valid for low Knudsen number conduction heat 
transfer from a sphere, is particularly easy to obtain because the 
temperature gradient is uniform over the surface. 

Here we wish to examine the low Knudsen number conduction 
heat transfer from a nonspherical aerosol particle. An aggregate of 
two touching spheres is of interest because of the frequent obser
vations of such agglomerates. These doublets may also be readily 
produced by atomization of a suspension of spheres in a volatile 
solvent. 

It is instructive to consider first the conduction heat transfer 
from a pair of spheres to an infinite medium in the absence of a 
temperature jump. The result may be obtained by analogy from an 
analysis of Russell [10), who determined the capacitance of .two 
closely spaced spherical conductors. Aside from a brief mention by 
Cornish [11], this result does not seem to be known in the heat 
transfer literature. Because we can readily treat spheres of dispa
rate sizes and because the approach is considerably simpler than 
that of Russell, we prepare the background for the low Knudsen 
number analysis by briefly considering this case. 

Heat Transfer Without Temperature Jump 
A pair of spheres in contact, external to one another, are im

mersed in an infinite medium. We consider the steady conduction 
heat transfer from these spheres to the medium. The effect of a 
temperature jump is not included. We determine the influence of a 

spherical, touching neighbor on the Nusselt number of a sphere. 
The'conduction heat transfer through the surrounding medium 

is governed by Laplace's equation, v 2 T = 0, with temperature T, 
at the spheres' surfaces and a temperature asymptotically ap
proaching Too as the distance from the spheres increases without 
bound. 

The shape "of the bounding surfaces suggests the use of tangent 
sphere coordinates. The tangent sphere coordinate system [12] 
(i;,£,0) is a rotational orthogonal curvilinear coordinate system. 
The relation to cylindrical coordinates (z,p,<!>) is 

i, 

The metric coefficients are 

n 
¥ + V 

4> = (j> 

K = h( = jr + if 
n 

C2 + if 

(5) 

(6) 

The £ coordinate surfaces are spheres of radius |2£|~' with centers 
on the axis of revolution at z = (2£)_1. Fig. 1 shows the intersection 
of two such surfaces with a meridian plane. 

Laplace's equation is R- separable in tangent sphere coordinates. 
A solution of sufficient generality for our purpose is 

+ c2(A) sin)* A£],/0(Ar/)rfA (7) 

Jn(Xri) is a Bessel function of the first kind of order zero. 
The coefficients ci and ci are functions of A and are found by 

setting T equal to Ts on each spherical surface. The spheres, de-

• Nomenc la ture -

A = 
a = 

ar = 
C, = 

F = 
h = 
I = 

Nu 

Q 

sphere surface area 
sphere radius 
thermal accommodation coefficient 
2d,'(2 - aT)/aT 

coefficients defined by equation (7) 
coefficients defined by equations 

(33) and (34) 
function defined by equation (24) 
heat transfer coefficient 
integral defined by equation (26) 
thermal conductivity 
mean free path 
Nusselt number 
heat transfer rate 

q = heat flux 

T = temperature 

x = dummy variable 

v = distance from wall 

2 = axial position in cylindrical coordi
nates 

7 = Euler's constant 

i) = tangent sphere coordinate defined 
by equation (5) 

A = dummy variable 
£ = tangent sphere coordinate defined 

by equation (5), having spherical 
coordinate surface 

p = radial position in cylindrical coor
dinates 

<j> = angular position in cylindrical co
ordinates 

</>' = constant related to temperature 
jump 

ip = psi function 

Subscripts 

g = gas at surface 
x = solid 

o° = far from particle 
I, II = denote spheres 
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noted by I and II, respectively, are shown in Fig. 1 and are not pre
sumed to have equal size. Their surfaces correspond to £ equal to £i 
and to —£n. 

Using the relation 

(e + ifyu2 = r expKuDJoMrfA (8) 

and imposing the specified temperature boundary condition on 
equation (7) at spheres I and II in turn, we find 

C] coslf A{[ + c2 sink A£t = exp(-A£,) 

c t cos//. A | J I - c2 sin/j A£ n = e x p ( - A | n ) 

Solving, 

and 

_ exp(-^£i) sirtfr Ag n + e x p ( - A | n ) sinfc Agt 
_ sink A(£: + £„) 

_ expl-A^,) cos); A | n — exp(—Aj;n) cos); A | t 

'2 ~ sinli A(£, + £„) 

(9) 

(10) 

(ID 

(12) 

The temperature distribution has been determined. 
The rate of heat transfer from one of the spheres—say, sphere 

I—can now be calculated. The heat transfer rate per unit area 
from sphere I is 

^ ( V T U ^ J f l , (13) 

k is the thermal conductivity. The sign results from the direction 
of the £ unit vector at the surface. See Fig. 1. The total heat trans
fer rate from the sphere is 

The integral over the surface is evaluated using equations (5) and 
(6) and the temperature gradient determined from equation (7). 
The definite integrals, 

i nJ^M), 
k ( f + 7?2) 

jjdv = A"1 exp(-A| ) (15) 

and 

S;j0$ir*n=U\-l**vl-rt <") 

are also employed. The result is 

Q = 2-nk(Ts ~ Tjf(ct + c2)d\ (17) 

and is described and given to 25 places in [13]. The final form of 
the result is expressed in terms of the radii, a \ and a n, of spheres I 
and II. The Nusselt number of sphere I is 

NUj = 
-2 a, 

« , + a 
•[$< r] (21) 

We may now examine a few special cases. A solitary sphere I re
sults from letting a u approach zero. Since J,"1— o x ip(x) = — 1, we re
cover the well known result that the conduction heat transfer Nus
selt number of a single sphere is 2. The presence of a neighboring 
body at the same temperature will, in all cases, result in a lower 
Nusselt number. 

The case of equal spheres, also corresponding to a sphere resting 
on an insulating plane, yields 

Nu t = 2 In 2 (22) 

since i/<(l/2) is —y — 21n 2. The effect of temperature jump on this 
heat transfer is examined in detail in the next section. 

Finally, \p{l) is —y so that the Nusselt number of sphere I van
ishes as the size of sphere II increases without bound. 

The effect, expressed in equation (21), of a neighboring sphere 
on the conduction heat transfer from a sphere is shown in Fig. 2. 

H e a t T r a n s f e r With T e m p e r a t u r e J u m p 
The effect of a small Knudsen number on conduction heat 

transfer through a gas is expressed in terms of a temperature jump 
at the surface. This boundary condition, equation (2), becomes, 
using equation (6) 

Tg - T5 = T CtlW + rf) 
dT (23) 

at the sphere surfaces. The upper sign refers to sphere I and the 
lower sign to sphere II. This convention will be retained through
out. Both spheres are assumed to have the same thermal accom
modation coefficient, although this restriction is easily relaxed. 

It should be noted that use of the temperature jump boundary 
condition implicitly presumes that the molecules approaching any 
element of surface come from an effectively infinite expanse of gas. 
Each of the spherical surfaces, however, is partially shielded by the 
other sphere. The effect of this shielding is expected to be small for 
two reasons. First, we have restricted the analysis to small Knud
sen numbers so that molecules impinging on the surface have typi
cally traveled comparatively small distances and the shielding ef
fect is thus limited to the surface near the contact point. Second, 

Equating this expression to 

= * , 4 , ( r s - Tj = 7r/ ; i(r s - Tj/tf (18) 

where h is the heat transfer coefficient, and then rearranging, we 
find the Nusselt number for sphere I. The Nusselt number, based 
on the diameter of sphere I, is 

NUj = 7 ^ - = 2£, f " ( c , + c2)d\ 
ft? I 0 

(19) 

The coefficients are given by equations (11) and (12). The inte
gral can be expressed in terms of a well tabulated function. The re
sult of integration is 

Nu, -M± w- M 

kl + Sir 4 i + I 
-) + y] (20) 

\£< is the psi function or digamma function. Its properties are de
scribed in [13]. y is Euler's constant, 

y= 0.5772156649 . . . 

N u , 

2.0 

V ( a i + a^ ) 

Fig. 2 Effect of a neighboring sphere on the conduction heat transfer 
from a sphere 
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t e m p e r a t u r e g rad i en t s in t h e region of the con tac t po in t m u s t be 

small , c o n t r i b u t e l i t t le to t h e overall hea t t ransfer , and p r o d u c e a 

relat ively small t e m p e r a t u r e j u m p . 

T h e t e m p e r a t u r e d i s t r ibu t ion in the gas m a y again by expressed 

by equa t ion (7). P roceed ing as before, we app ly t h e b o u n d a r y con

di t ion a t each sphe re in t u rn . Using 

F(X, 0 = c,(X) c o s //A£ + c2(A) s in! / A£ (24) 

a n d equa t ion (8), we ob ta in 

J 7 [F(X, 0 - exp(-A | £ [))j0(.XV)dX 

= T C t Z / 0 " [ ^ A , £) + (e + V2)^F(X, 0} -JAv)d\ (25) 

a t £ equa l to £i and —|n, respect ively. 

Because of the p resence , on t h e r igh t -hand side of (25), of t h e in

tegral 

/ = f°~rzF(X, ZWJAv)dri 
0 of; 

(26) 

fur ther r e a r r a n g e m e n t m u s t p recede the ex t rac t ion of a differen

tial equa t ion governing t h e coefficients in F(A,£). Since J<)(Ar/) 

satisfies Bessel 's equa t ion 

^ ^ " o I ^ C ^ j + 7)2A2J0(A??) = 0 (27) 

we m a y wri te t h e in tegra l as 

'W,"i^,0^«««a (28) 

Now, in tegra t ing by p a r t s r epea t ed ly and us ing t h e defini t ion (24) 

of F(A,£), t he re resul t s 

/ = -r»{x±[±±Fb, 0}}jAv)dX (29) 

0 dX oX A o E, 

S u b s t i t u t i n g in to (25), t h e b o u n d a r y condi t ion becomes 

F(\,k) ± CtlH(F(X,0 + ^Fi-X^)-J^ 

• { x ^ [ i i | M x ^ ) ] } ) = exp(-A|?i) (30) 

a t each surface. Accordingly, in place of equa t ions (9) and (10), we 

have 

cx cosh A | t + c2 s i n / f A^j - C t l [ ~ • ( s in l i A£ t 
dX 

d2c< dCn 
2A£j cosh A | t ) + A ^ 4 - J s i n ( i A | t + ^ • (cosfi X^ 

uX dX 

rt-r 
+ 2 A ^ s i n l ! A ^ ) + A ^ cosh A£ : ] = e x p (-A£,) (31) 

ctx 

a n d 

rdCt 
Ci cosh A | n - c 2 s i n / / \%ZI - C f Z [ — 1 ( s i n f t A £ n 

rfA 

+ 2 A £ n c o s / / A | n ) + A — Y sinli A £ n - — - M c o s / / \£u 

uX uX 

d2r 
+ 2 A £ „ s i n / / A | n ) " A ^ - c o s / / A | „ ] = e x p ( - A ? „ ) (32) 

F o r t u n a t e l y , t h e r e is no need to seek an exact solut ion of these 

equa t ions to yield c i a n d c-2 as funct ions of A. T h e b o u n d a r y con

di t ion, equa t ion (23), is valid only to first o rder in the K n u d s e n 

n u m b e r . Consequen t ly , t h e r e is no reason to seek a solut ion to 

equa t ions (31) and (32) t h a t is valid to a n y higher order . Accord

ingly, we express the coefficients in t e rms of an expans ion in pow

ers of Ctl/ai or equiva lent ly , 2Ctl%\. 

a = c , i 0 + 2 C , Z | j C 1 | | + . . . 

c2 = c 2 i 0 + 2C,Z$i t - 2 f l + . . . 

(33) 

(34) 

T h e zero th order coefficients, c 1 0 and cv,o, are given by equa 

t ions (11) and (12). T h e first order correc t ions , c\j and c->, I, a re 

then found by subs t i t u t i ng in to equa t ions (31) and (32), ga the r ing 

t e r m s of first power in 2C, / £i and then solving the r e su l t an t set of 

l inear a lgebraic equa t ions . Final ly , subs t i t u t i on into equa t ion (19), 

followed by a p p r o p r i a t e in tegra t ion , yields t h e Nusse l t n u m b e r of 

sphe re I. W e p resen t de ta i led resul t s only for the case of equa l 

sized spheres . 

For equa l sized spheres , 

i t h a t 

£i = £ n - £o 

c2 = 0 

and the ze ro th o rde r coefficient, c l i 0 , r educes to 

c i , o 1 + e x p ( 2 A £ 0 ) 

(35) 

(36) 

(37) 

S u b s t i t u t i n g e q u a t i o n s (33) a n d (35)-(37) in to e i ther equa t ion (31) 

or (32), we find the first o rder correct ion 

2 e x p ( 2 A g 0 ) [ l - 8Ag0 e x p ( 2 A £ 0 ) - exp (4Ag 0 ) ] . . 
Ci>1 ~ [ 1 + exp(2A$0)]< { 

W i t h these t e rms , e q u a t i o n s (33) and (36) are s u b s t i t u t e d in to 

equa t ion (19), the express ion for the Nusse l t number . T h e resul t 

reduces to 

N u I , 1 
2 1 n 2 _ C ( _ ( _ + 8 J ^ 

x exp (2 , r ) 

[l + exptr)]4 dx) 

T h e final in tegra l is eva lua ted numer ica l ly using Gauss ian q u a d 

r a tu re . T h e Nusse l t n u m b e r for a sphere wi th an ident ical neigh

bor is 

N u = 2 In 2 - 1 . 0 9 1 ' C , -

C o n c l u s i o n s 

Conduc t ion hea t t ransfer from an aggregate of two touch ing 

spheres a t small K n u d s e n n u m b e r has been analyzed. T h e effects 

of t h e ne ighbor ing sphe re and of t e m p e r a t u r e j u m p are to reduce 

the Nusse l t n u m b e r of e i the r sphere . For a pai r of equal sized 

spheres , a numer ica l resul t was ob ta ined . For small par t ic les as are 

t r ea t ed here , convect ion effects a re negligible. 
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NEW DEVELOPMENTS IN CONDUCTION—ASME WINTER ANNUAL MEETING 

The K-8 Committee on Theory and Fundamental Research of the ASME Heat Transfer Division is 
sponsoring a special session on New Developments in Conduction. 

Papers are now being solicited for this session. A broad coverage of the subject is encouraged. 
Appropriate topics include, but will not be limited to, new analytical solutions and techniques, 
numerical methods including finite difference and finite element based upon conventional and 
nonconventional coordinate systems, with application to anisotropic materials, contact resistance, 
fin and extended surfaces (particularly optimal solutions), change of phase solutions, temperature 
corrections due to the presence of temperature sensors within and on the surface of bodies, mea
surements of thermal properties and new methods of property measurement, inverse heat conduc
tion problem (determination of the surface temperature and heat flux from internal measure
ments) which may include new methods, linear and nonlinear cases, comparison of existing meth
ods, two and three-dimensional cases. 

Inquiries regarding the session and papers should be forwarded to: 

Dr. M. Michael Yovanovich 
Department of Mechanical 
Engineering 
University of Waterloo 
Waterloo, Ontario, Canada N2L 3G1 
Telephone: (519) 885-1211, Ext. 3588 

FLUID MECHANICS AND HEAT TRANSFER OF HEATED DISCHARGES FROM POWER GENERATION 

The K-19 Committee of the ASME Heat Transfer Division is sponsoring a special session on Fluid 
Mechanics and Heat Transfer of Heated Discharges from Power Generation. 

Papers are now being solicited for this session. A broad coverage of the subject is encouraged. 
Appropriate topics include, but will not be limited to the following: (1) Temperature distributions 
in the near field region of submerged buoyant jets, heated surface jets and stratified flow resulting 
from heated discharge. (2) Temperature distributions in the far-field region for similar types of 
discharges. Under both of the foregoing topics, methodsof estimating eddy diffusion coefficients 
for both vertical and lateral transfer of energy and momentum are of interest. Further modeling 
studies of discharges into natural bodies of water such as rivers, lakes or oceans as well as man 
made are welcome. 

Prospective authors may send abstracts and manuscripts to: 

Prof. Ivan Catton 
Energy and Kinetics Department 
5531 Boelter Hall 
School of Engineering and Applied Science 
University of California 
Los Angeles, Calif. 90024 
Telephone: (213)825-5313 
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Two-Dimensional Radiative 
Equilibrium of a Gray Medium in a 
Plane Layer Bounded by Gray 
Nonisothermal Walls 
Radiative equilibrium temperature and surface heat flux distributions are calculated for 
an absorbing-emitting gray medium in an infinite plane layer bounded by gray diffuse 
wails with arbitrary temperature distributions. Superposition is used to obtain the solu
tion for the differential approximation, which yields good accuracy for the optically thick 
medium. To also obtain accurate results for optically thin and intermediate regimes, the 
differential approximation is subsequently improved by a number of geometrical param
eters, which are derived from the exact expression for the intensity. As an example, the 
case of constant temperature at the upper wall and a temperature step at the lower wall 
without heat generation in the medium is presented. Comparison with other available 
results shows excellent agreement. 

Introduct ion 

Due to its mathematical complexity only very few studies of 
radiative transfer in absorbing-emitting media have been con
cerned with two and three-dimensional problems. Some numeri
cal calculations have been performed by use of the Monte-Carlo 
method [1, 2]2 and Hottel's zonal method [3, 4]. Recently Breig 
and Crosbie presented some two-dimensional numerical solutions 
for a semi-infinite medium [5, 6] and for a plane layer [7]. How
ever, numerical computations generally require a large amount of 
computer time and are not necessarily very accurate. 

The first approximate analysis was introduced by Taitel [8j for 
the case of an infinite plane layer bounded by walls with a single 
step in surface temperature. An iterative integral method was 
used which yields accurate results for relatively small optical 
thickness. Olfe [9] discussed several approximate methods of so
lution for radiative equilibrium in a semi-infinite medium with 
sinusoidal wall temperature. Recently Glatt and Olfe [10J pre
sented temperature calculations for a rectangular enclosure based 
on a simplified version of the modified differential approximation 
developed by Olfe [11]. 

The present study is concerned with the infinite plane layer 
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San Francisco, Calif. 
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bounded by gray diffuse walls with arbitrary temperature distri
bution. The solution for the differential approximation is found 
by use of superposition (Duhamel's integral), which yields good 
accuracy for optically thick situations. To obtain accurate results 
for all optical thicknesses, the emission term in the exact expres
sion for the intensity is expanded into a truncated Taylor series. 
This results in a number of geometrical parameters, which are 
used to improve the results of the differential approximation. 

To demonstrate the simplicity and accuracy of the present 
model, the case of constant temperature at the upper wall and a 
single step in temperature at the lower wall is treated in detail. 
Comparison with other available results [1, 8j shows excellent 
agreement. 

Solut ion for the Dif ferent ia l Approximat ion 
The ordinary differential approximation (Eddington approxi

mation) assumes an isotropic intensity distribution in the absorb
ing-emitting medium. It, therefore, describes accurately the radi
ative heat transfer in optically sufficiently thick situations. For a 
gray gas at radiative equilibrium, the heat flux q* and integrated 
intensity Io* satisfy the following equations: 

v q * = -« ( / „ * -4 i r£*) = S (1) 

(2) 

where the asterisk denotes values obtained from the differential 
approximation, B = <r7'4/V is the Planck'function, a is the con
stant absorption coefficient and 6' is heat generation per unit vol
ume if present. The appropriate boundary conditions are at any 
wall: 
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Fig. 1 Geometry and notation 

2 q * . n = — _ (4oF7yl - / „ * ) (3) 

where n is the outward surface normal and e is the surface emissi-
vity. 

The heat flux can be eliminated from equations (1) and (2) so 
that for two dimensions in cartesian coordinates: 

y V / „ * = ^ 
STn 

dV
2 dp (4) 

where r\ = x/Y, { = y/Y, and r0 = aY is the optical distance be
tween the parallel plates (Fig. 1). The boundary conditions for 
equation (4) become: 

Lower wal l £ = 0: ^ 
2 u 2 - e 

M4orT,4-/0*) (5) 

Upper wal l k~ = l: ^ = ^ T6 
3 ^ - - - - ^ ( 4 a 7 V

l - / n * ) (6) 
94 2 u 2 - e . 

and i] ~± 
3/„ 

= 0 (V) 

where the wall temperatures 1\ and T2 may be arbitrary func
tions in r). It will be assumed here that the emissivities « are con
stant along each surface. 

Equation (4) together with its boundary conditions (5) to (7) is 
the two-dimensional nonhomogeneous Laplace equation with 
boundary conditions of the third kind. As equation (4) is linear in 
/o* superposition can be applied. The solution will be of the fol
lowing form (Duhamel's theorem) [12J: 

h*(v, «) = /o,„*(£) + f" 4O-T, 4 (A) ~ (7, - A, £, e „ e2V/A 

f (8) 
+ H 4 C T T 2 ' ( A ) ^ ( 7 ? - A, 1 - 4, €2 , €,)r/A 

where /o.s*(f) is the contribution of the source term and dw(t] — 
A, | , ci, (2) is the contribution of the walls if only the lower wall is 
heated to unity temperature between A < ?j < A + d\. Duhamel's 
theory was preferred here to the often used Fourier-integral ap
proach as it results in closed-form solutions for a large number of 
wall temperatures (cf. equation (10)). The inversion of the Fourier 

transform, on the other hand, generally results in complicated in
tegrals, which must be solved numerically. 

The source contribution /o,.?*(£) is readily found to be 

i *(t) - 3 S V . 
' o , s W ' - 2 „ 

, [ 2 ( l / e 2 - 1/2) + 3 T 0 / 4 ] [ £ + (1 /e , - 1 / 2 ) 4 / 3 T „ ] 
L 1/e, + 1/e? - 1 + 3 T „ / 4 

(9) 

where, for clarity, it was assumed that .S = const. 
The function dw(t) - A, | , tlt «2) can be determined by the 

method of separation of variables. After some algebraic manipu
lation, the Planck function for the differential approximation can 
be obtained as: 

+ S C„(lih lh)&„ cos , 3 / + hx s in /j„£} /"4a7'1
4(A)('- |3» l ' ,-x//A 

n=t 
(10) 

+ Ec„(liz, ln){fln cos ft,(l - Q 

+ h2 s in 0„(1 ^ £)} f' 4aT2
4(x)<?-B»",-xlrfX 

w h e r e 

*. = ^ / ( £ - § > ; * = 1,2, 

C„(/;„//2) = /'. , / ( l 
/'1 /;, 

(11) 

-,) (12) ft/ 4-/1,= ' *- ' ft/ + / ' i 2 ftf + V 

The eigenvalues /3„ are the roots of the equation 

tan ft, = (/(, + /;2)ft,/(ft,2 - lhhz) (13) 

The heat flux in the direction perpendicular to the walls follows 
immediately from equation (2) as: 

O i o OK 
(14) 

Improvement of the Different ial Approx imat ion 
For the differential approximation it has been assumed that 

the distribution of intensity is more or less isotropic. In optically 
thin situations, however, radiation from the surfaces comprises 
the largest part of the intensity and its distribution may, in gen
eral, become strongly anisbfropic. For these cases results from the 
differential approximation cannot be expected to be accurate and 
must be improved. Consider the exact formulation for the intensi
ty in the medium: 

. N o m e n c l a t u r e , 

B = Planck function, oT^/ir 
Cn = coefficients for generalized 

Fourier series 
E„(x) = exponential integral, f'e"1"' 

n"~2dn 
G^ = correction factor for nonblack 

surfaces, equation (38) 
hn = coefficient for boundary con

ditions, equation (11) 
I = intensity 

P = integral defined by equation (26) 
h = integrated intensity 

n = outward surface normal 
q = heat flux 
s = unit direction vector 
S = heat generation (per unit 

volume) 

T = temperature 
x = horizontal distance parallel to 

plates 

y - vertical distance normal to 
plates 

Y = distance between plates 
« = absorption coefficient 

IV 
a,-

= eigenvalues for generalized 
Fourier series 

= wall contribution factor for unit 
step function 

= wall contribution factor 
= parameter for /' 
= wall emissivity 
= nondimensional horizontal 

distance 
= nondimensional vertical distance 
= optical distance between plates 
= optical distance to wall in 

direction s" 

484 / NOVEMBER 1974 Transactions of the ASME 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



/(§) = B.t.e Vs B 
•'o 

e-sds (15) 

where irBu. is the surface radiosity and rs is the optical distance 
between the point under consideration and the wall in the direc
tion of s" (Fig. 1). The first term is the intensity originating from 
the surface attenuated by absorption. The integral term describes 
emission in the gas along TS. 

One common method for the solution of integral equations is 
through successive approximation, starting with some approxi
mate solution. In the case of equation (15) the first iteration al
ready can prove to be very tedious as the emission term must also 
be integrated over all solid angles resulting in a complicated tri
ple integral. On the other hand, equation (15) can be used to im
prove the differential approximation in a relatively simple man
ner. This is accomplished by approximating the emission integral 
by an algebraic expression which combines the optically thick so
lution with a number of geometrical parameters, which become 
important in optically thin situations. Thus: 

f s Bezels a B*(l ~ e"7*) 

+ — (3q*~ v4)-s | l -(1 TS)<< (16) 

where the Planck function has been replaced by values obtained 
from the differential approximation and was then expanded into 
a Taylor series around s = 0 and truncated after two terms. This 
approximation reduces to the correct optically thin and thick lim
its and, if B* is a linear function in s, results in the exact value 
for the integral with B replaced by B* ("first iteration"). 

Using this approximation improved values for the Planck func
tion and radiative heat flux can be calculated from 

S 
4irB(7j, H) = - + E ! ? ( , , , £) + A*B*(\ - ^ 0 ) ( J J , 0 

a2 - ( 3 q * - V - - ) . ( j j ' » tn)(v, Z) + RB (17) 

q(?|, t) = E rV (?,, $) - 4 7 ^ * ? % , ?) + (q% -iv^K^) 
s . ,=,, - ( 3 q - V ^ ) - ( < | ;

2 0 + i 2 % ? , O + R , (18) 

w h e r e 

0 % , 0 = T~ L rJ<S)u) e-Ww; * = 0, 1, 2; j = 0, 1, (19) 
'tit *"4JT 

!VfoS)= X B4(s)
("(?-T«rfw; j = 0,l, (20) 

and (s)1" is an ith rank tensor, e.g., (s)(21 = ss" The integration in 
equation (20) is over the solid angle of ilk subtended by the feth 
subsurface when viewed from the point under consideration. 

Equations (17) and (18) are subject to two types of errors. One 
arises from the fact that the Planck function in equation (15) has 
been replaced by the value found from the differential approxi
mation, B*: 

Table 1 Compar ison of Nondimens iona l Heat 
Fluxes q/a (TV - T><) For The P lanar Case 

(ODA = ordinary diff. appr.; IDA = improved diff. appr.; MDA = modified 
diff. appr., MDE = MDA with exponential appr.) 

<o 

0 

.1 

.2 

.5 

1.0 

2.0 

ODA, MDE 

1 

.9302 

.8696 

.7272 

.5714 

.4000 

IDA, MDA 

1 

.9160 

.8502 

.7082 

.5603 

.3970 

Exact 

1 

.9157 

.8491 

.7040 

.5532 

.3900 

mation. Lee and Olfe [13] employed the method of successive ap
proximations to the case of one-dimensional concentric spheres. 
Their results demonstrate the excellent accuracy of the complete 
first iteration. 

A second error arises from the fact that only the first two terms 
of the Taylor series in equation (16) were retained. This results in 
a truncation error of 

' R „ 

i 
= 4 T T ™ ( 

a2 ch 
rf\B 

, 2 

1 _ . , .00 -i.O t 

H1 J -J 
- ( i i 1 0 + <;<n 4 

if 
(22) 

where (d2B/dr2) is the curvature of the Planck function at some 
point and direction inside the medium. Again, in optically thin 
situations, the optical parameters vanish so that Rur, R 0

r — 0. 
In optically thick media the optical parameters for R„' also van
ish while for RB' they do not. However, in most engineering ap
plications the curvature of the Planck function, (d2B/dr2)/a2, ap
proaches zero in this case. In the rare situation of an optically 
thick situation with rapidly oscillating Planck function («A small, 
where A is the wavelength of oscillation) it is then advantageous 
to drop the q* term in equation (17). 

To give some indication of the accuracy of the present im
proved differential approximation (IDA) wall fluxes have been 
computed for the one-dimensional planar case. In Table 1 the re
sults are compared for various optical thicknesses with values ob
tained from the ordinary differential approximation (ODA), 
Olfe's modified differential approximation [11] (MDA) and the 
exact solution. It is seen that the present model offers substantial 
improvement over the differential approximation and—for the 
one-dimensional planar case—coincides with the modified differ
ential approximation. However, to obtain a solution for the MDA 
in multidimensional systems it is usually necessary to introduce 
an exponential approximation as a further simplication (MDE), 
which —in the planar case—reduces its accuracy to that of the 
ordinary differential approximation. 

For the plane layer the\l/"J) is readily calculated and 

{ M = 4 * ( B - 5 * ) { ( 1 p A 
R * "V 

1 - ( i i 1 0 + " t u ) 
+ 4 7 r - v ( B - B * H y / 3 _ ^ 2 0 _ j = 2 l } (21) 

AnB(ih | ) =. - + E rfc
0(r7, *) + 2775*(?,, H){2 -E2(T^) 

- £2(T0(1 - m - I (3r1{* - ~ ^ £)(„, 0 (£3(T0?) 

+ T0£Z?2(7(,£) - E,(TQ(l - 0) - 70(1 - i;)£2(70(l - 0 ) } (23) 

where I is the unit tensor. The magnitude of this error is difficult 2 
to estimate. However, it is readily seen from equation (19) that (lM, V = E rV(?/, 0 - 2nB*(i1, £){£.,(T0O - £3(T0(1 - £))} 
for optically thin situations the bracketed terms on the right-
hand side of equation (21) vanish, while in optically thick situa
tions (B - B*) •— 0. 

Furthermore, if RH* and R9* are the only error terms present, - £ s (r0{l - £)) - 70(1 - J ) £ O ( T 0 ( 1 - £)•)} (24) 
equations (17) and (18) are identical to the first iteration of suc
cessive approximations and B and q* must fall in between the where En is the exponential integral, 
exact values and results obtained from the differential approxi- To calculate the \\'{ri, £) (lower surface) consider first the case 

+ \ (3r/<-* - T ; S i if" ) ( 7 ) ' l){\ ~^(T»?) ~ T « « ^ ( ^ ) 
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of a step function in wall radiosity at the lower surface, i.e., 4w Hi 
= H(<i), where H(tj) is Heaviside's unit function, i.e., //(-)) = 1 for 
ri < 0 and //(>;) = 0 for ij > 0. Denoting the solution to equation 
(20) for this particular case by y'{t), £) it follows that 

Y'(V, 0 = | ^ < ( T » 4 ) { 1 - sgn(,?)[l - / ' ( 2 , T 0 4 ) / £ 2 „ ( T 0 £ ) | } ; 

i = 0, 1, (25) 

w h e r e 

r i / , . _ \ _ ^ f i r /2 r c o s ( t a n - K l r l / c o s « ) l j _ T / „ , „„> 
I \r, i) = - J J / r e rf/irfc\ (26) 

47rJ3*(7/, H) = 4oT2
4 + c-{T u

( + TiR
l - 27V' 

/ w T i . r ni 2 / e 2 - l + (1 - 0 3 T „ / 2 

~ sgn(??)4a(T1R
4 - l\L

x)t, f- (//„ fc)c-fl"ul{(3„ cos /3„ 

+ /;, s in /3„£} (32) 

1 
<7{*fa, *) = f ^ t ' ^ ix 1 + TlR

l - 27V1 + sgnOjXT,*1 - Tu*)} 

x f ) C„(/,„ //2)c-8«l"l{^„ sin (i„H - /;, cos f « } (33) 

n= 1 

The functions /'(r, r) have first been introduced by Taitel [8]. 
An exact calculation of the integrals /' is possible in form of slow
ly converging double series. However, simple and very accurate 
approximations are easily found to be 

/ ° ( r , 7 ) s - t a n - M - l e x p ( - r ^ ! H ) £ 2 ( T ) , (27) 

lHr,r)~ (1 
\r\ 

-) exp (-
2T 

with Cn(hi, h2) given by equation (12) and the eigenvalues 0n are 
the roots of equation (13). 

Equations (32) and (33) are then employed to improve values 
for the Planck function B(t|, £) and vertical heat flux q£ ('), £) 
(equations (23) and (24)). The IY(?j, () are readily calculated 
from equations (29) and (30) so that 

r,°(?7, £) = {cr(ru
l + r1R

!) - ss>n(7,)o-(ru
4 - r,*!) 

- ! r l ) £ 3 ( T ) . (28) 
x (1 - - t a n - ' | - i « ? 

7J 77 

I I .."TTTif" T,,? ) •+ G,°(7),5)}£2(70£) (34) 

r2°(?? , f) = {2aT2
J + G2 ' (TJ, 1 - £)}£2(r„(l - 0 ) (35) 

These approximations reduce to the correct limits for r - 0, r 
-* <*>, T = 0, T -» as, with negligible error in between. The simple 
solution for a step function is now readily extended to the general 
case by use of superposition. Thus, 

i Y f o , «) = 4ir/_" £ , w | ^ . - X, 4)rfx; * = 0, 1. (29) 

Finally, the contribution of the upper surface follows immedi
ately from symmetry as 

r , l M ) = {o-(ru
l + r w

! ) - sgn(?,)CT(rli
4 - r1R

s) 

[ l - ( i -
i ? ,1 . M L i i 

V T)2 + £ 1
)crtr^] + Gt

l(v,H)}E2(rn0 (36) 

r2
e(77, 0 = (-l) '4Tr f " B 2 ( x ) ^ ( ? 7 - A, 1 - i;)r/X; j = 0, 1. 

(30) 

In the case of nonblack surfaces, one more difficulty must be 
overcome: the distribution of the wall radiosities is not readily 
known because it contains the heat flux at the wall, i.e., 

TtBb oT„ l - e t 
-Qfe * "fe- (31) 

T2Hv, 0 = -{2<rT2 ' + G2 ' (7,.l - £ ) } E 3 ( T ( ) ( 1 - £)) (37) 

where the GY(r/, £) are correction factors for nonblack surfaces: 

G*'(?/,5) = ( - l ) M T V ' + r 1 R
4 - 2 7 V 1 

+ s g n ( 7 j ) ( 7 V - 7 V ) } j 7 r 
1/e* " 1 

1/e, - 1 + 3-

+ ( 1 / e , - 1) sgn (??)a(Tu
4 - Tlfi<)-i-{(A> - 2) 

O I A 

x[( 
3 T 0 / 4 

l / e ( + l / e 2 - 1 + 3 T 0 / 4 
2lilEc„(hhh2)} 

+ E 2;a(- irr,c„(//I)/,2)(f4rT^)¥ 

,3„V6 ' -"" - S i V 8 " 1 

with 

6,(4) = [ ( ^ ) 

/ V - 6 . ' 

2 \i-t , 2 T 0 ^ , 1̂  

- } ; k= 1,2; 7 = 0, 1 (38) 

; ? = 0, 1. (39) 

It is felt, however, that the heat flux in equation (31) can be re
placed by the value q* found from the differential approximation. 
This can be justified by realizing that, if tk is close to unity, the 
factor (1 — «*)/e* renders the second term unimportant. If a, is 
small, on the other hand, wall effects on the intensity distribution 
are fairly small so that q\* s q't,. 

I l lustrat ive E x a m p l e 
As an illustrative example the case of constant temperature at 

the upper wall and constant temperature with a step at r) = 0 at 
the lower wall, i.e., 7V (v) = 7i« 4 + ( T V - TiW*) H W , will be 
considered;. It will be assumed that no heat generation takes place 
in the medium (S' = 0). 

The solution for the differential approximation follows immedi
ately from equations (10) and (14): 

To make a straight forward integration in equations (29) and 
(30) possible, a somewhat cruder approximation of 

ri / II T t\ ~ / j - 6 i l l l 77 I- t l 
I \J> ' O S / - <- /-2+i V ()?/ (40) 

was used in the evaluation of the GV(>/. £)• 
Some results for the dimensionless temperature distribution 

and for the wall fluxes are shown in Figs. 2 to 7. Fig. 2 depicts the 
temperature distribution for an optically thin, black enclosure 
calculated by the present method. As expected, these tempera
ture profiles virtually coincide with those of Taitel [8] as both 
methods are exact in the optically thin limit. (Taitel's results 
have not been included in the figures to avoid crowding of the 
graphs.) It should be noted here that the temperature distribu-
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DIFFERENTIAL APPR 

1.0 

Fig. 2 Nondimensional temperature profiles lor T 0 = 0 .1 , c = 1 

tion for small positive i;'displays a maximum close to the lower 
wall. This is due to the influence of the walls, demonstrating 
clearly the action-at-a-distance character of radiative transfer in 
optically thin media. At i) > 0 the gas "sees" more of the hot sur
face for larger £. If the optical thickness is small so that the sur
face radiation is not significantly attenuated by absorption, a 
maximum in temperature occurs. This characteristic cannot be 
obtained with the differential approximation, which is included 
in Fig. 2 for comparison. The temperature profiles of the differen
tial approximation show little curvature and change far too slow
ly for increasing »j. In fact, for the optically thin limit, TO -* 0, the 
differential approximation predicts a constant temperature 
throughout the entire medium. Fig. 3 shows another comparison 
between the present method and the differential approximation, 

i i 
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Fig. 3 Nondimensional surface heat flux for black walls 
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Fig. 4 Nondimensional temperature profiles for r0 = 1 , t = 1 

depicting heat fluxes at the upper and lower surfaces in a black 
enclosure as functions of horizontal distance r/. It is seen that for 
an optical thickness of r0 ^ 2 the differential approximation pre
dicts surface heat fluxes very accurately. (This is, however, not 
true for temperature distributions as it cannot predict the curva
ture of temperature profiles close to rj = 0.) At r0 = 2 the general 
level of the differential-approximation profiles is high by 2.5 per
cent corresponding to the error of this method for the one-dimen
sional planar case. At optical thicknesses below T0 = 2 the differ
ential approximation displays large errors close to the wall-tem
perature jump until, in the optically transparent case, it is not 
able any more to even reach the one-dimensional limit for J; —«• 
± c o . 

Fig. 4 compares the present method with numerical results ob
tained by Murakami [1] using the Monte Carlo method. The 
agreement is excellent and, due to the spread of the Monte Carlo 
data, the accuracy of the present approximation is obviously 
comparable to this numerical solution. (Taitel's solution does not 
fit the data points quite as well because its accuracy diminishes 
with growing optical thickness.) 

Fig. 5 depicts the surface heat fluxes for various optical thick
nesses TO in comparison with the Monte Carlo technique. Again, 
the agreement is excellent for all optical thicknesses. (Taitel's so
lution approaches the numerical data for ro = 0.1 while, as ex
pected, it cannot approximate accurately the steep gradients 
close to r) = 0 for larger optical thicknesses.) 

Figs. 6 and 7 show results for diffuse gray walls with emissivi-
ties a = t% = 0.5. Also in this case the agreement with the Monte 
Carlo data is very good for temperature distributions as well as 
for wall fluxes. Thus, the assumption that q can be replaced by 
q* (differential approximation) in equation (31) has been justi
fied. Obviously, good results will be obtained at least for surface 
emissivities of < > 0.5. 

S u m m a r y and Conclus ions 

An effort has been made to predict temperature and heat flux 
distributions in an infinite two-dimensional plane layer of a gray 
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medium at radiative equilibrium. The present approach was cho

sen over other available methods for its relative simplicity and 

generality: Taitel's approximation [8] requires the numerical so

lution of an integral equation and can only be considered accu

rate for an optically thin medium. The modified differential ap

proximation by Olfe [11], although accurate for all optical re

gimes, requires the numerical solution of the nonhomogeneous 

Laplace equation. Both methods cannot be used if internal heat 

generation is present. If the bounding walls are nonbiack, Taitel's 

method is not applicable while the modified differential approxi

mation results in an integral equation, thus defeating the original 

purpose of introducing an approximate method of solution. The 

present approach resulted in a relatively simple closed-form solu

tion for the distributions of gas temperature and heat flux for the 

general case. 

Comparison with known numerical results demonstrated the 

excellent accuracy of the method presented here. The solution to 

the differential approximation can be foupd for many two- and 

three-dimensional cases while the geometrical parameters for its 

improvement can conveniently be approximated or integrated nu

merically. It is felt that a substantial number of other multidi

mensional problems can be solved in a relatively simple manner 

by the method presented in this article. 
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An Exact Solution for the Temperature 

Distribution in Parallel Plate Poiseuille 

low 
This paper finds by an exact method the temperature distribution in a viscous fluid 
undergoing Poiseuille flow between two infinite parallel plates. The upstream portion of 
the plates is assumed to be at temperature T = T~ and downstream portion of the 
plates to be at temperature T = T+. Results are obtained numerically for the "entrance 
region" temperature profiles. These tend rapidly to zero away from the point where the 
wall temperature changes abruptly. Using asymptotic expansions for the functions in
volved estimates are made for the number of terms required to achieve a given level of 
accuracy for a given Peclet number (Pe). Typical results for Pe = I and 10 are shown 
graphically. 

1 Introduct ion 

This paper finds by an exact method the temperature distribu
tion for fluid flow between parallel plates occupying the region y 
= ± L , - ° ° < X < + < » with the right half of the walls, X > 0, 
maintained at a constant temperature T = T~ and the left half 
of the walls, X < 0, maintained at a constant temperature T '= 
T~. The formula obtained for the temperature distribution can be 
found for any given fluid velocity profile, and holds for any range 
of Peclet numbers. The result is demonstrated numerically for 
Poiseuille flow and a range of Peclet numbers. 

Problems of this sort have been treated previously [1-4],1 

under various simplifying assumptions. The usual method of util
izing infinite systems of linear equations which are then solved 
approximately by truncation is avoided here as it is possible to 
find an exact formula for the answer. The form of the answer al
lows easy estimation of the part played by entrance region effects 
in the relevant physical process. 

2 Prob lem Formula t ion 
For parallel plate fluid flow with velocity v(y) the steady-state 

Fourier-Kirchhoff-Neumann energy equation becomes 

d2T 3'T pcrdT lhdi\2 

a.v k 3V a A'2 9v2 

with boundary condition 

r(.v, ± L) = T\ x > 0 

T(.v, ± L) = T, x < 0 

(1) 

(2) 

(3) 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division August 28. 1973. Paper No. 75-HT-F. 

plus some boundary conditions as X - ±<° which arise later in a 
natural manner. 

Equation (1) may be nondimensionalized by introduction of the 
variables 

T T 

t -

<- -

* - I X ] 

/> = r/r 

Pe = 27-Lpc/k 

= lex/per L2 = 2,v/LPe 

• ' / / L 

(4) 

(5) 

(6) 

(7) 

(8) 

where [T] = T' - T and D is the mean fluid velocity in the 
channel. Equation (1) now becomes 

(2/Pe)^+U=.< + ^ ) 
where 

The boundary conditions (2) and (3) now become 

<[>(£, ± 1) = 1, £ > 0 

* ( £ , 1) = 0, 0. 

(9) 

(10) 

(11) 

(12) 

Let. <I>i denote the solution for £ < 0 and '1>2 be the solution for £ 
> 0. We shall find separate expressions for these solutions and 
then match them at £ = 0 by requiring that the solution and its 
normal derivative (and hence and higher order derivatives) be 
continuous at | = 0, i.e., 
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*,(o,»)) = <Mo,7/), „ < + 1 

3<1 9 * , 
^ ( 0 , 7 , ) = - J 2 ( 0 , „ ) , - 1 V 1. 

(13) 

(14) 

Since the boundary conditions are themselves discontinuous at IJ 
= ±1 so will be the solution. Thus the matching conditions (13) 
and (14) are not valid for these two points. 

3 Solut ion 
Consider first the solution for £ > 0. Assuming t h a t <I> t ends uni

formly to some function independen t of £ as £ •» <*> then , in the 
limit (9) becomes 

dli\ 
/'(>)) 

whose general solution is readily found to be 

<I>„ = a + hi] + j (?) - s)f(s)cls 
' t) 

in view of (11) we need 

1 - / (1 - s)/(s)ds 

b = 0 . 

(15) 

(16) 

(17) 

(18) 

We have assumed p(ti) = p(->;) for algebraic convenience. This 
also implies that/(i;) = / ( - ! / ) . 

As £ •-• o> we obtain for (9) 

dH 
chf m 

whose general solution is 

<!>.„ = c + (h] + j (77 - s)f{s)ds 
' o 

so t h a t , using (12), we have 

l 

c = - / (1 - s)f(s)ds 
0 

d = 0. 

(19) 

(20) 

(21) 

(22) 

Luckily the solutions <i>.. „ are also par t icu la r solut ions of (9) 
for £ < 0 and £ > 0, respectively. Let 

<f>, = <!>.„ + © j 

then 0i must satisfy the equation 

(23) 

(24) 

Pe ' (^r)2 3 ^ 1 
3 £2 ^ = /> 

n 
\d, ± i) = o. 

(25) 

(26) 

The function 02 satisfies the same equation and boundary condi
tion as 0! but for £ > 0. 

We seek separated solutions of (25) in the form 

4>. = <M?))e" 

Subs t i tu t ion into (25) yields the equat ion for 0 which is 

f + ( ( ^ ) 2 A 2 + \/>)<l> = 0 

(27) 

(28) 

along with boundary conditions 0(±1) = 0 to satisfy (26). Equa
tion (28) and its associated boundary conditions constitute an ei
genvalue problem though not of the classical Sturm-Liouville va
riety since the eigenvalues occur nonlinearly in (28). Equation 
(28) has two sets of complete eigenfunctions, [5], one set corre
sponding to the denumerable positive eigenvalues, X„, and one set 
corresponding to the negative eigenvalues. An arbitrary function 
on the interval [—1, +1] may be expanded in terms of either set 
of eigenfunctions, but since they are not orthogonal, the coeffi
cients in the expansion are not calculable exactly. 

Thus, the most general separated solution of (25) which is 
bounded as £ —» - =» is seen to be 

<±>, (S,?j) = E c„L(-„(r))e-M 
x_<o 

(29) 

where 0„ is the eigenfunction corresponding to the eigenvalue A„, 
the C„ are constants, and the summation extends only over the 
negative eigenvalues. 

Similarly, 

•i>2^,v) = - S cyf„(?i)e 

where the minus sign is in t roduced for convenience. 
T h e ma tch ing condit ions, (13) and (14), now require 

*i(0,7j) + i'.Jv) = <M0,T/) + i\Jn) 

[-(o,v) Mi(0,„)=i*i 

x„<o xn>0 

£ Kc„'4>n(v) + Ti \„c„il>„(ii) 
X„<0 X„>0 

(30) 

(31) 

(32) 

(33) 

(34) 

.Nomenclature. 

A = mat r ix defined in (42) 
an = coefficient defined in (51) 
b„ = AfiC„ 

C -C3 
c„ = expansion coefficients of 0 i , 02 

/ = defined in (10) 
h,h = componen t s of vector f 

k = thermometric conductivity 
L = distance between plates 

N,i = normalization constants for Z„ 

p = nondimensional velocity = — 

Pe = Peclet number 

T = temperature in fluid 

T* = temperature of left and right half 
plates 

[T] = T+ - T-

v = fluid velocity 

0 = average fluid velocity 

x = horizontal coordinate along cen

ter of channel 

y = vertical coordinate measured from 

center of channel 

Zn = solutions of equation (41) 

& = Dirac delta function 

V = y/L 
\n = e igenvalue of (12) 

fj. = fluid viscosity 
£ = 2x/(LPe) 
p = fluid density 

* = (T-T-)I\T\ 

... „ = particular solutions of (9) 

0i* = entrance region temperature for 

02 = entrance region temperature for 

£ > 0 

<ln = defined in (28) 
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Since A<I> = <J>, „ - <[>_„ satisfies d2/dij2(A<I>) = 0 with A<{>(±1) 
= 1, then A <[>(>)) = 1 as may be verified from previous expressions 
for <[', „ and <I> - «. 

Thus (33) and (34) become 

Thus 

E c„Ur,) = A* = 1 

E K^Jnbi) = 0 

(35) 

(36) 

where the series are required to converge for - 1 < i; < +1 in the 
manner of a trigonometric Fourier series expansion. 

The series of (35) will be required only to possess the property 
that its value approach 1 as i) * ±1 since i i„(±l) = 0. 

Because the in are not orthogonal, approximate methods would 
seem appropriate at this point. Instead, we shall convert equa
tions (35) and (36) to an equivalent vector system of differential 
equations in which orthogonality is restored. Let 

then 

Zu = % 

7,'ln = 4 ' / ' \ , 

Z\„ — ^-„Z-2n 

Z-in' = - ( ( p ^ „ + l>)Z\n 

(37) 

(38) 

(39) 

(40) 

where prime ' denotes differentiation with respect to i;. These two 
equations may be combined into the single vector equation 

Z„ — A,/1Z„ + BZn 

with /Ji„(±l) = 0. In the foregoing, 

0 1 0 0 

-p 0 

Z„ = (Zu„Z2n). 

4 = ( „ ), B = ( ) 

(41) 

(42) 

(43) 

Equations of type (41) have been extensively studied [6], The 
orthogonality property is easily proved as is shown. Suppose Zm is 
the eigenvector corresponding to an eigenvalue \m. Then 

Z„,' = XmAZm + BZ„, (44) 

withZi ,„(±l) = 0. Multiplying (41) on the left by the matrix, 

0 1 
C = ( ) 

- 1 0 
(45) 

and taking the dot product of both sides of the resulting equation 
with Z,„ yields 

(Z,„- CZ„) = A„Zm- CAZ„ + Zm- CBZ„. (46) 

Interchanging in and n in (46) and subtracting the resulting 
equation from (46) yields, after some algebra, 

(Zm-CZ„)' = (X„ - \JZ,„-CAZ„ (47) 

whence we find 

(\„ - A J jT;1 Zm'CAZJv = Zm-CZ„\:\ = 0. . (48) 

rlZm-CAZndri = 0 (49) 

for X„ ^ A„, and the eigenvectors are orthogonal on the interval 
( - 1 , +1) with respect to the matrix 

CA = 
( — ) 2 
v P e ; 

0 

(50) 

-1 

An arbitrary vector (fh f2) is expandable in terms of the eigen
vectors Z,„ as a series of the form 

F = C1) = EA„Z„ 

w h e r e 

with 

fl„= TT- jVJ1F-C/iZ„fZ?) 

iV„ = J.;1 Zn-CAZ„dV. 

(51) 

(52) 

(53) 

The convergence, termwise differentiation, and integration 
properties of these types of eigenvector expansions are similar to 
those of ordinary Fourier expansions. The reader is referred to [6] 
for details. 

Equations (35) and (36) can be written as 

E bnZ2n = (A*)' 

E b„Zln = 0 

(54) 

(55) 

w h e r e 

Equation (54) requires further discussion. It was obtained from 
termwise differentiation of (35). Even though A<I> = 1 for - 1 < n 
< +1 (35) cannot converge to 1 at 77 = ±1 since ah of the ii„'s 
vanish at these points. Therefore, the series in (35) converges to 
the value 1 for - 1 < >j < +1 and to 0 for 11 = ± 1 . The convergent 
series has unit jumps at i; = ±1 and is constant otherwise. When 
(35) is differentiated, A<I> = 0 for - 1 < 7; < +1 but the series has 
a zero derivative everywhere inside the interval and the endpoint 
jumps result in the terms 5(ri + 1) and -<5(JI - 1) at the left and 
right endpoints, respectively, where 5 is the usual Dirac delta 
function. See [7] for examples of this type of generalized differen
tiation. This type of phenomenon is familiar from ordinary Fourier 
series expansions. For instance 

1 = E (( - D" / (« + hn) cos(n + h-nx (56) 

for - 1 < x < +1 however, the termwise derivative of the series 
in (56) is the well known delta function series 

- Z / ( - 1)" s in(« + xhx 

= She + 1) - 6tv - 1), " 1 - -v =s + 1. 

Since these jumps lie at the endpoints of the interval, 0 could also 
be replaced by 5/2 or any other consistently followed notation 

[7]. 
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In reality then, (54) and (55) become 

EbnZ2n = 5(V + D - ( 6 7 / - 1) 
x„ 

which can be written in vector form 

0 

Letting A -> A„ on both sides of this last equation yields 

(57) N„ = l im / j Z-CAZ„dV= l im Z-CZ„/(x„ - X) jl 
x-xn x- xn 

(58) = l i m Z ( l , X ) - C Z n ( l , X ) / ( X „ - X ) 

Eb„Z„=L(ii+ 1) - 6 ( i 7 - l A (59) 

It now follows from (52) that the coefficients b„ are given by the 
formula 

0 ({h2 °\ -
bn = -± r 1 (6(7,+ D-6(7i-1) 7 e k!"-)^ 

Ar„ ' - I \ 0 l / 2n 

= l im Zu(l, X)Z2„(1)/(X„ - X) (69) 
x-x„ 

Both ZinO-, <"0 and 'Vi - X approach 0 as X • A„, and hence 
this last quantity is indeterminate. Using L'Hospital's rule 

lim Zlrl(l,X)Z2„(l)/(A„-X) = J - Z . d . X j Z ^ l ) 
X-* X , , 

dX 
a,X„)^'(l)An. (70) 

iV, 
- £ ' (6(7? + l ) - 6 ( 7 | - l ) ) Z 2 / / 7 j 

n r -C (5(7' + D - S ^ - I ) ) ^ ' ^ 

- 1 

AJV„ 
tyn(-D-<M+ D). (60) 

It can be shown that all of the eigenfunctions t/}„ are either odd 
or even functions of ?;; if i„ is odd then \ln' is even, and converse
ly. Thus the last term reduces to 

Thus the coefficients c„ in our solution are zero for odd \ln and 
are 

c„ = bn/X„ = - 20„'( - D A A = - 2 / g (1, A„) (71) 

iovJ/n even. 

4 Numer ica l Resul t s 
The solution consists of particular solutions <[>..„, <[>.„, and 

entrance region solutions </>i, (j>2. 
For Poiseuille flow, p(ij) = (3/2)(l - i]2). Thus our previous for

mulas yield for the particular solutions 

0 >l'„ o d d 
* . . = i H - X M I - T T 1 ) 

The complete solution of the problem is now given as 

* i ({ , t i ) = * . „ W + S c A ( - / | ) f V (62) 
x„<0 

i'2(H,n) = *«(??) - E c„ipnbi)c-K"c (63) 
X,i>0 

with 

<f>„ *+ 1 

(72) 

(73) 

Cn = fi„/X„. 

For purposes of numerical calculation we will now derive a for
mula for the Nn, the normalization constants in the vector expan
sion. 

Let Z(?,, X) = (Z[(7?, A), Z2(i], X)) be a solut ion of 

Z ' = XAZ + £ Z (64) 

satisfying the initial condition 

Z ( - 1 , X ) = Z „ ( - l ) . (65) 

Then 

l im Z(r),X) = Z„(TJ) 
X-Xn 

(66) 

Following the usual cross-multiplication process used before, we 
find that 

(Z-CZ„)' = (X„ -X)Z-G\4Z n (67) 

I*1 Z-C/lZ„f/77 = Z-CZ„/(X„ - X)| I, 

= Z(1 ,X)-CZ„(1 ,X)/ (X„-X) (68) 

since the lower limit vanishes because of the initial conditions. 

where h = nv2/[T}K. The coefficients c„ in the series expressions 
for <(ii and 4n may be calculated by utilizing the formula (71) with 
enough terms in the series retained to arrive at any desired accu
racy. The first twelve positive eigenvalues corresponding to even 
eigenfunctions for (28) may be found from those previously calcu
lated by Tan and Hsu [8] correct to six places for Peclet numbers 
of 1, 5, 10, 100 if one notes the relation X„ = % t„2 where the t„ 
are their set of eigenvalues. 

Calculations for several selected Peclet numbers were carried 
out using a Hewlett-Packard 9820A programmable calculator 
and, to a lesser extent, an IBM 1130 computer. The derivatives of 
vt with respect to the eigenvalue parameter lambda were approxi
mated correct to three decimal places using the well known rela
tion 

= (:J>(1, X„ + AX) - 4il, X„ - AX))/2AX + 0{ —U) (74) 
I X I 

The equation for li, (28), was integrated numerically using the 
standard fourth order Runge-Kutta scheme, and negative eigenval
ues were found by a "shooting method" on the Hewlett-Packard 
calculator. 

Table 1 shows sample results obtained for the lambda deriva
tives with Pe = 1. Six terms in the series solution were retained 
in all subsequent calculations of the entrance region temperature 
profiles. 

Fig. 1 shows typical entrance region temperature profiles for Pe 
= 1 at various stations along the positive half of the walls. The 
curve for { = 0.3 is shown by a dotted line since, at this point, not 
enough terms had been retained in the series solution to fix the 
solution to better than ±.01; the curve shown is a mean curve 
drawn through the resulting scattered points. Figs. 2 and 3 show 
similar results for Pe = 1 in the negative portion of the walls and 
for Pe = 10 in the positive portion, respectively. 

Near the outer walls the temperature is seen to be monotoni-
cally decreasing as £ —- °°, whereas near the center of the channel 
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Fig. 1 Axial temperature profiles for Pe = 1 downstream of the point 
where temperature changes abruptly 
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J = -0. j A 

Table 1 First six positive and negative eigen
values wi th corresponding ^ derivatives for 
Pe = 1 

Downatream Solutio 

Xn 
$a,u) 

0.638970 

2.230631 

3.802770 

5.373682 

6.946420 

8.515141 

- 2.737 

- 0.892 

- 0.526 

- 0.372 

- 0.288 

- 0.235 

Upstream Solution 

0.964735 

2.48918 

4.05585 

5.62527 

7.19540 

8.76585 

$(1A) 
2.409 

0.808 

0.494 

0.356 

0.278 

0.228 

O.O -O . I -o.x 

Fig. 2 Axial temperature profiles for Pe = 1 upstream of the point 
where temperature changes abruptly 

close to the entrance, £ = 0, the crossing of. temperature plots 
shows the existence of a "hot spot" just removed from the en
trance. This phenomenon may be seen more clearly in Fig. 4 
where the temperature profiles along the center of the channel (7; 
= 0) for £ > 0 are shown for Pe = f,5,10. The temperature rises 
just inside the entrance, £ = 0, over a distance which decreases 
with increasing Peclet number and thereafter decreases steadily 
for £ -.-• co. This effect is more pronounced with increasing Peclet 
number. 

5 A s y m p t o t i c R e s u l t s 
Asymptotic expressions for the eigenvalues and eigenfunctions 

of (28) are obtainable through standard procedures [9]. We find 
that the eigenvalues of (28) are 

P e 
^ r ) P e 0 ( (75) 

The expression (75) agrees to two decimal places with the exact 
value of ,\„ for |,\„j > 2 and to three places for |,\„j > 8 if Pe = 1. 
As Pe increases, the accuracy of the asymptotic results improves 
considerably. Comparable accuracy occurs for the asymptotic ei-
genfunction expansions (76). 

Using (75) and (76), asymptotic expressions for the normaliza
tion constants, N„ are found to be 

N„ = 
2 

X „2 

1 P e . ,8A, , 
—5- — s in( -=p 
X„3 4 P e ¥> + < > (77) 

From the foregoing results, useful formulas for predicting the 
average number of terms needed in the series expansion of the en
trance region temperatures <fn and <h can be obtained. For exam
ple, since 

*„'(!). 
cMr , , £ )=2£ ^ Uv)^' 

n odd 

(78) 

The corresponding eigenfunctions of (28) are given by 

Pe 
2A„ 

w h e r e 

Q(V>K) 

sin<5(n,A„) + 0 ( l / » ) 

Pe (?) + 1) 
P e 
4 

£p(s)ds. 

(76) 

the error made in approximating 02 by a truncated series con
taining terms up to and including 7! = N is 

RS=2E f ^ „ ( ? 1 ) e - V 
n2A' + 2 An"n 

(79) 

This error term series, r?v, can be summed approximately by uti
lizing asymptotic expansions (75), (76), (77) in the series for ffv. 
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Fig. 3 Axial temperature profiles for Pe = 10 downstream of the point 
where temperature changes abruptly 

Fig. 4 Typical center-line temperature distributions for the Right-Half 
Channel 

Table 2 Number of series terms needed to ob
tain error of less than 0.01 at various down
stream axial locations for typical Peclet numbers 

*J - 0.1 0.2 0.3 0.4 0.5 0.7 0.8 0.9 

Table 3 Number of series terms needed to ob
tain error of less than 0.001 at various downs
tream axial locations for typical Peclet numbers 

! 0 . 1 0 .2 0 . 3 0 . 5 0 . 6 0 .7 

-
-
-
-
. 

10 

5 

1 

0 . 5 

0 . 1 

3 

5 

15 

21 

23 

1 

3 

8 

11 

13 

I 

2 

6 

7 

11 

Pe *» 10 4 

Pe = 5 9 

Pe - 1 30 

Pe = 0 . 5 30 

Pe - 0 . 1 120 
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The result is an algebraically messy series which can be summed 
exactly using the formulas involved. By selecting a given accura
cy level e.g., \R.\\ < 0.01 one can then estimate the average num
ber of terms required to obtain this desired accuracy for a given 
Pe and £ values. Results obtained are shown in Tables 2 and 3 and 
were found to be in excellent agreement with previous numerical 
calculations over all calculated ranges of values. 

It is apparent from these results the disproportionate difficulty 
in obtaining accurate results for small values of £ near the en
trance. In such cases, mean curves constructed through the re
sulting scattered collection of points often yield fairly accurate 
results. 
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On Two-Phase Highly Dispersed Flows 
Experimental research on highly dispersed, two-phase, turbulent flows was performed 
employing Freon 12 at different pressures up to the critical value. By means of visualize-
tion techniques it was possible to study the droplet size distribution, their spatial con
centration, and the relationships among the deduced law of distribution and the man 
thermo-hydraulic parameters for different thermo-hydraulic conditions (pressure, mess 
velocity, and quality). Simple relations were developed which make it possible to deter
mine, at least for some reference thermo-hydraulic situations, all of the characteristics of 
the liquid dispersed phase. 

Considerat ions on the Const i tut ion of T w o - P h a s e , 
Liquid-Vapor Mixtures at High Qual i t i es 

The present study extends a previous one [1] J which analyzed 
the influence of vapor quality on the constitution of two-phase 
mixtures, mainly evaluating the degree of thermodynamic non-
equilibrium obtamed in such mixtures. The fluid employed is 
Freon 12 which has advantages for experimental use (low vapor 
tension, low latent heat) and models the thermodynamic condi
tions of the most commonly employed fluid, water [2, 3]. 

This research is concerned with the influence of pressure on the 
constitution of a two-phase mixture at high vapor quality. Such 
mixtures are characteristic of the flow region in heated channels 
called "post burnout" or "post dryout" which is between the 
dryout point and the point at which the last droplets disappear 
via evaporation. 

This two-phase flow is characterized by some specific parame
ters. For a vertical upward flow in a tubular uniformly heated 
channel with given fluid and geometry these parameters are: the 
pressure p (or the reduced pressure IT = p/pvr), the mass velocity 
G, the quality X, and the heat flux 0. 

As shown in the previous study, the heat flux may affect the 
mixture constitution, because depending on the value of 0 it is 
possible to have different degrees of thermodynamic nonequilibri-
um (superheating of the steam in presence of the liquid phase, 
with consequent differences between the equilibrium and actual 
qualities). The quality X used here refers exclusively to the cal
culated equilibrium quality obtained by an enthalpy balance. 

Exper imenta l Apparatus 
The experimental facility consists of a stainless steel loop 

sketched in Fig. 1. The vertical test section is electrically heated. 
A detailed description of the plant may be found in [4J. The 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI

ETY OF MECHANICAL ENGINEERS and presented at the ASME-
AIChE Heat Transfer Conference, Atlanta. Ga., August 5-8, 1973. Journal 
manuscript received by the Heat Transfer Division September 24, 1973. 
Paper No.73-HT-18. 

working fluid is Freon 12, which has been already successfuly 
employed to simulate water in burnout power measurements [3]. 

In this loop a visual test section having the same cross-sectioial 
area as the tubular duct was installed (Fig. 2). The visual tist 
section was constructed so as to have an adiabatic flow whi:h 
maintained the constitutive characteristics of the highly ds-
persed mixture which was generated in the heated section. The'e 
is no influence of the flow passage width on droplet size and dis
tribution, since the droplet diameters are much smaller than tro 
tube diameter (~ fOO n versus 5000 n). In addition, no interac
tion has been noted between droplets and sight glass. The who!; 
depth of the flow passage has been focused in the optical systen. 
The optical resolution, with 20 x magnification, is O.f mm; the 
O.f mm/20 = 5 is the obtainable resolution. ' 

The optical system includes a light source, able to give l-fi 
light pulses, and a camera installed on an optical bench [1]. This 
system provides photographs of the flow which, in turn, enable 
determination of the droplets' spatial distribution and their char
acteristic dimensions. The light pulses have a continuous spec
trum. 

The experimental research was performed with particular refer
ence to the influence of pressure on the two-phase flow; hence, the 
pressure value was systematically varied up to the critical point. 
The other two main parameters, namely the mass velocity and 
quality, were kept constant. In all the tests, dispersed flow existed 
over the entire visual test section. 

Const i tut ion of the T w o - P h a s e Mixture 
Some examples of the photographs obtained are given in Figs. 

3, 4, and 5. In these photographs the droplets and their spatial 
distribution are clearly visible. The influence of the pressure pa
rameter is clear: at increasing pressures, the droplet volume de
creases, until it diappears when the critical pressure is reached. 
From these photographs and from many similar ones, some quan
titative characteristics of the two-phase mixture have been de
duced. The droplet size distribution curves were directly mea
sured using the same photographs after suitable enlargement. 
Figs. 6 and 7 collect a series of 14 thermo-hydraulic situations, 
chosen so as to show the effect of the pressure parameter at es
sentially constant values of mass velocity and quality. Qualita-

496 / NOVEMBER 1974 Transactions of the ASME Copyright © 1974 by ASME

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-0' 

rX 

Optical bench 

Thermal 
insulation 

jriiuahzed t>sl sect 

P? 

£ 
-6-

-© 

~E 
Tank 

J ^ f - * -

r-(1 D-nfa-l 
Dampers % 

L(1 D—It̂ a— 

Prston 
pump 

Fig. 1 Sketch of the experimental loop with indication of the main com
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Fig. 2 Sketch of the visual test section 

tively, the distribution curves suitably normalized, are such that 
with increasing it their maximum moves toward minor diameters 
and at the same time the whole curve tightens to denote a minor 
size scattering of the droplets. The distribution curves have 
roughly a Maxwellian shape. A characteristic parameter of the 
mixtures relative to the different thermo-hydraulic situation is 
the droplet mean diameter, d, defined by the relationship: 

_ / n{d) • d • fi<i 
d = - 0 . 

/ n(d) • 5c? 

(1) 

It is interesting to see how this mean diameter depends on the 

. N o m e n c l a t u r e * 

C = spatial concentration of the drop- m(d) = mass percentage of droplets hav-
lets 

d = droplet diameter 
d = mean droplet diameter 

d* = most probable droplet diameter 
dmax = maximum droplet diameter 

D = main side of cross section of the 
visual channel 

G = specific mass flowrate 
H = enthalpy 

ing diameter <d 

M = total mass relative to the ex

amined droplets 

n(d) = droplet size distribution 

N = total number of droplets 

p = system pressure 

X = vapor quality, (Hh - / / /sat)A 

y = distance from the wall 

X = enthalpy of vaporization 
H - dynamic viscosity 
IT = reduced pressure 
p = density 
tp = heat flux 

Subscripts 

b = bulk 
/ = liquid 
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Fig, 3 Pictures showing the influence of pressure on droplet size

Fig,S Pictures showing 'he influence of pressure on droplet size

where d. is the diameter corresponding to the maximum of n(d),
i.e., the most probable diameter.

This expression is very simple and Figs. Band 7 show a set of
experimental data which gives a particularly good fit to equation
(2).

The value of the droplet mean diameter may be calculated from
equation (2) and the general expression for mean diameter for this
distribution is a = 2 d •. This relationship shows the connection
between the mean diameter and the most probable diameter.

experimental situations. Fig. 8 shows, for three qualities (X'"", 1,
X"" 1.20 and X "" lAO), the trend of aversus rr. This trend sys
tematically indicates a decrease of awhich becomes more pro
nounced when rr approaches unity. There is a strong variation
within rr = 0.7 and" = 1, while in the range rr = 0.:3- 0.7, aap
pears substantially constant. It should be noted that the refer
ence qualities for tbe single experimental points, although
grouped close to the three values indicated, are not exactly equal
for each situation.

If there were a strong irtf1upnc(' o!' Ill(' «ualit~· on I hp di mpnsions
of the droplets, this inf1uencc might mask til(' s<lmp inllup!1('p of
the pressure. This iSr10t thp rpal silu<ltion <Is indicalpd in Fig. ~);

for small variations of X, ais almost constant.
Let us now considpr the droplet size distribution curves for the

various thermo-hydraulic situations, partially represented in the
diagrams of Figs. 6 and 7. A study of the structure of the n(d)
curves has indicated the following analytic expression:

(2)d -d Id
([2e *
*

li(d)

!t,O.? X:1.44

G: 91.2 g'em'sec

!t ,0.94 X=I 31
G, 88.8 g'cm sec

It:O.93 X, 1.44
G,90g/cm'soc

II

, . . ".1'

L::_~I
n,o.3 X, 1.46

G,90g/cm'soc
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Fig. 8 Mean diameter of droplets versus reduced pressure 

Two interesting parameters of two-phase mixture and droplet 
size distribution are the percentage of the mass of droplets having 
diameter less than a determined value d, that is '.'cumulative 
mass," and the mass percentage distribution as a function of 
droplet diameter. 

The analytical expression for both these parameters may be cal
culated from the distribution law, equation (2). 

The equation for the cumulative mass becomes 

, , , 1 0 0 7T rd q 
m\d) = - r r -TrPj d\- n(d) • bd M 6' 

400 4 {dJ 
(3) 

where M is the total mass of measured droplets. Some experi
mental points, calculated from the histograms of Fig. 6, are com
pared with equation (3) and the results are shown in Fig. 10. 

If we differentiate the expression (3), we get the mass percent
age distribution of liquid phase as a function of droplet diameter 

dm EL 
M d 2 

-d/d* (4) 
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Fig. 9 Mean diameter ol droplets versus equilibrium quality 

The comparison with some experimental results is shown in 
Fig. 10 where the corresponding values of d»/c/max are also given; 
dmax is the maximum measured droplet diameter for each photo
graph. 

The maximum droplet diameter is a particular parameter be
cause it shows clearly the maximum dimension that a droplet can 
have in the particular conditions of turbulent flow and it consti
tutes in a certain sense a measure of the external forces which act 
on the droplets and which oppose surface-tension forces. The 
droplet size distribution law is characterized, of course, by the 
most probable droplet diameter d«. It is dependent on the main 
thermo-hydraulic parameters characterizing the situation of two-
phase, highly dispersed flows. Therefore, if we group the main 
quantities as a nondimensional number, that is mean flowrate, 
quality, viscosity, and the most probable droplet diameter, we 
obtain a kind of a Reynolds number referring to d. 

Re, 

We are interested in finding the ratio between Re* and the pa
rameter studied, that is the reduced pressure 7r:Re» = / (tr). In our 
case: 

(GX)d„ 
= 123.1(1 - TT) 0.31 (5)2 

has been found. 
Fig. 11 shows the experimental results compared with the theo

retical curve. 
To sum up, with reference to the geometry and fluid used in 

our experiment, it is possible to characterize, with equations (5), 
(2), (3), and (4), the configuration of two-phase, highly dispersed 
flows in a satisfactory and complete way. 

We consider now another physical quantity which is important 
for the understanding of a possible wall effect: the spatial concen
tration C of the droplets throughout the flow region, that is the 
number of droplets (of any size) per unit volume at various dis
tances, y, from the solid wall, across the visual test section (side 
of length D). 

Therefore the pictures obtained, suitably enlarged, have been 
subdivided crosswise to the flow in several zones to measure the 
relative droplet density C for each zone. Because of the symmetry 
of the test section and the flow, the observation could be limited 

2Relation (5), obviously, applies only to Freon 12, being empirical in 
nature. Generally speaking, in the Reynolds number, the use of vapor vis
cosity, not liquid, referring to the continuous phase, would be more appro
priate. 
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Fig. 10 Mass percentage of liquid phase of all droplets having diameter 
less than or equal to d and percentage distribution of the liquid phase 
versus droplet diameter 

X 
© 

( ' " " ) 

Fig. 11 Comparison of relationship (5) with experimental values 
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to half of the test section, but considering the statistical constitu
tion of the flow, measurements of the two halves of the test sec
tion were taken, to make evident, at the same time, the statisti
cal fluctuations, as well as for precision of results. 

Figs. 12 and 13 collect some of these results. From them, and 
from other similar results, there appears to be no effect of the 
pressure, nor of the quality upon the spatial concentration of the 
droplets, whose distribution appears to be statistical. This con
firms some preliminary conclusions reached in [1]. 

When the droplets number N increases, the spatial distribution 
becomes more and more uniform and the C profile flattens out. 

This result is very useful when formulating two-phase flow 
models, because the problem is obviously simplified with the hy
pothesis of a uniform distribution of discontinuous phase in the 
continuous one. 

From the study of the pictures obtained it has been possible to 
answer another important problem: Does the numerical droplet 
concentration in the flow region depend on the droplet size? For 
example, if the larger droplets crowd together close to the solid 
walls, the smaller droplets could be expected to be entrained 
more easily by the vapor flow. 

To explore this, a mean size, d, = 50 n, was selected to divide 
the "large" from the "small" droplets and, with these values, the 
measurements of the spatial distribution across the test section 
were repeated. 

Fig. 14 collects some examples. It appears obvious that as re
gards droplet sizes, too, there is no preferential dependence on 
concentration, and the droplet distribution appears to be quite 
uniform across the flow region, especially as the number of ob
served values is increased. 

This last fact also, that is large and small droplets, uniformly 
mixed without any separation along the flow for different veloci
ties of the entraining vapor phase, simplifies greatly any mathe
matical formulation of a two-phase flow model. 

Conclus ions 
The research carried out may be summarized in the following 

conclusions: 
1 Two-phase, highly dispersed, turbulent flows are character

ized by a uniform (statistically) spatial distribution of the drop
lets entrained within the duct flow. 
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2 The droplets are uniformly (statistically) mixed indepen
dently of their dimensions; "big" droplets and "small" droplets are 
spaced in the cross section of the duct flow independently of the 
local vapor velocity, and there is no separation independent of 
vapor velocity or velocity gradient. 

3 The droplets dimensional distribution is characterized by a 
most probable value of droplet diameter, rf«, which for the present 
Freon 12 experiments is given by equation (5). 

4 The law of the droplets' size distribution (normalized) is ex
pressed by equation (2). 

5 The mass percentage of liquid phase relative to droplets 
with a diameter less than a determined value d is given, conse
quently, by equation (3). 

6 The mass percentage distribution of liquid phase as a func
tion of droplet diameter is then expressed by equation (4). 

The relationships developed in this study are sufficient to char
acterize the constitution of a highly dispersed two-phase mixture, 
at least for the present experimental situation. 

A c k n o w l e d g m e n t s 
The technicians involved with the experimental program were 

G. Garofalo and G. Perelli. 

References 
1 Cumo, M., Farello, G. E., and Ferrari, G., "A Photographic Study of 

Two-Phase, Highly Dispersed Flows," XXV Congresso Nazionale ATI, 
Trieste, Oct. 1970. 

2 Eastwood, W. S., "The Scaling of Two-Phase Flow Using Freon," II 
European Meeting on Two-Phase Flow, Ispra, June 1966. 

3 Barnett, P. G., "The Prediction of Burn-Out in Non-Uniformly Heat
ed Rod Clusters From Burn-Out Data for Uniformly Heated Round 
Tubes," Report. AEEW R362, Winfrith, Dorchester, 1964. 

4 Farello, G. E., "Rapporto di sicurezza: circuito CF-1," C.N.E.N.— 
RT/'TR (68) STAV 11, 1968. 

5 Mugele, R; A., and Evans H. D., "Droplet Size Distribution in 
Sprays," Industrial and Engineering Chemistry, Vol. 43, No. 6, June 1951, 
pp. 1317-1324. 

6 Dr. Gardner, Personal Communication, Central Electricity Generating 
Board, C.E.R.L., Leatherhead, Surrey. 

7 Silvestri, M., Advances in Heat Transfer, Academic Press, New York, 
London,1964. 

8 Abramovich, G. N., "Effect of Solid-Particle or Droplet Admixture on 
the Structure of a Turbulent Gas Jet," International Journal of Heat and 
Mass Transfer, Vol. 14, 1971, pp. 1039-1045. 

9 Rohsenow, W. M„ and Fedorovich, E., "Post Burn-Out Heat Trans
fer to Mist Flow," Heat and Mass Transfer, Vol. 2, Beograd, 1970, pp. 683-
699. 

Journal of Heat Transfer NOVEMBER 1974 / 503 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



F. W. Paul 
Mechanical Engineering Department, 

Carnegie-Mellon University, 
Pittsburgh, Pa. 

K. J., Riedle 
Siemens 

Forschung Szentrum, RT 51, 
852 Erlangen, 

West Germany 

Experimental Frequency Response 

Characteristics for Diabatic Two-Phase 

Flow in a Vertical Monotube Vapor 

Generator 
This paper presents experimental data on the dynamic behavior of diabatic two-phase 
flow in a vertical tube with Refrigerant-11 as the working fluid. A detailed description is 
included of the experimental test facility as well as the instrumentation used for moni
toring the variables of pressure, flow, heat flux, and void fraction. 

Experimental data are presented in frequency response form for inlet impedance 
(SPt/^Wx) and exit void fraction (Aa3/AWi) at constant heat flux over a frequency 
range of 0.01 to 10.0 Hz. The data cover inlet subeooling conditions of 14°F and 79°F and 
two heat flux levels. 

The experimental results show that the inlet impedance characteristics have fluctua
tions in amplitude and phase lag with frequency which lead to resonant peaks in the 
overall frequency response behavior. Exit void fraction characteristics show similar reso
nant behavior with large phase lag at frequencies above 1 Hz. 

Introduct ion 

The knowledge of the dynamic behavior of thermal systems 
which operate in forced convection flow-boiling is important for 
the prediction and understanding of their local and global stabili
ty. The control and overall stability of specific thermodynamic 
systems requires an understanding and knowledge of the dynamic 
behavior of the vapor generating component (boiler) and how this 
device interacts with other system components. Numerous ther
mal-hydraulic systems, such as nuclear reactors, tubular chemi
cal reactors, distillation plants, refrigeration systems, and rank-
ine cycle engines, utilize this type of component with the atten
dant need for basic understanding of the boiler dynamics if safe, 
reliable, and controllable designs are to be realized. 

The purpose of this paper is to present experimental data for 
the inlet impedance and exit void fraction frequency response 
characteristics for forced inlet diabatic two-phase flow in a verti
cal monotube vapor generator. Data is presented for inlet sub-
coolings of 14°F and 79°F, two magnitudes of uniform heat flux, 
and a constant mass flux. Detailed discussion of the results is in
cluded to elucidate the dynamic behavior of the vapor generator. 

Prev ious Work 
A limited amount of experimental data exists which presents 

the dynamic behavior of a diabatic monotube boiler over a broad 

frequency spectrum. Such experimental data can be character
ized in the frequency domain by numerous different magnitude-
phase ratios as listed in the following indicated functionally in 
Figure 1. 

1 
2 
3 
4 
5 
6 

AP1/AWr
1(/U)for.A<7" 

APa/AWiCWforAg" 
ArtsiAWjO'Olfor Aq" 
yP1/Aq"(j9.)[or\W1 

AP3/A(Z"0'«)forAW1 

A«3/A(/"(/S2)forAH'i 

= 0 
= 0 
= 0 
= 0 
= 0 
= 0 

Experimental frequency response results have been presented 
for (Aa3/A<j") by St. Pierre [l]1 using water, for (Scts/lWt) and 
(Ao;3/A<7") by Staub, Zuber, and Bijwaard [2] and Staub and 
Zuber [3] using Refrigerant-22, and for (Aa3/Sq") and (APi/ 
Aq") by Dijkman [4] using water. Neal Zivi, and Wright [5] also 
show experimental frequency response data for (Aa3/AH'1) mag
nitude only using water as the working fluid. 

Recently Dorsch [6], Krejsa, Goodykoontz, and Stevens [7, 8, 9, 
10], and Krejsa [11] have presented experimental frequency re
sponse data for inlet impedance characteristics (SP^/AWi) using 
Refrigerant-113. These results appear to present the only experi
mental data for hydrodynamic inlet impedance characteristics in 
two-phase flow. 

Contributed by the Heat Transfer Division for publication in the JOUR
NAL OF HEAT TRANSFER. Journal manuscript received by the Heat 
Transfer Division, June 12,1974. E Numbers in brackets designate References at end of paper. 
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Fig. 1 Functional representation 

Exper imenta l T e s t Fac i l i ty 
This experimental investigation was carried out on an experi

mental test apparatus which utilized Refrigerant-11 as the work
ing fluid. The use of this fluid permitted the tests to be conducted 
at a reduced pressure P' of approximately 0.3, reducing the costs 
of operating the test facility. 

Fig. 2 shows a schematic of the experimental test facility. Pres
sure and flow are supplied by a 40 HP d-c motor-centrifugal 
pump combination, while a positive displacement make-up pump 
maintains the system pressure level. The main centrifugal pump 
capacity is approximately 100 gpm with a pressure rise of 80 psi, 
and a maximum system pressure level of 600 psia. 

The capability of the loop centrifugal pump is such that sub
stantial throttling is possible prior to the test section to provide a 
stiff system and decouple the pump, condenser, and fluid supply 
system from the test section. No accumulators or fluid surge 
chambers are included in the loop to minimize the possibility of 
flow oscillations due to system component interactions. Such 
component interactions can lead to misleading experimental dy
namic measurements which reflect the behavior of the loop rather 
than those of the vapor generator. 

The centrifugal pump supplies flow to the loop preheater which 
permits the automatic regulation of the test section inlet temper
ature and subcooling. Approximately 10 percent of the total 
pump flow goes to the experimental test section with the remain
ing 90 percent bypassed to the condenser through a throttling 
valve. This permits the test section to operate at approximately 
constant pressure drop during transient testing and in addition 
decouples the test section from the experimental loop. 

Refrigerant-11 flows in an upward vertical direction in a 304 
stainless steel tube. This tube had a mean outside diameter of 
0.999 in. with a wall thickness of 0.066 in. The test section was 
made of two joined 96 in. long tubes, giving a total heated length 
of 192 in. During the experimental testing program, the tube was 
enclosed with asbestos and fiberglass insulation to minimize heat 
transfer to the surrounding environment. 

Heat is supplied directly to the resistance test section for forced 
flow boiling conditions using a d-c power supply with a capability 
of 400 KW of regulated power. The heated Refrigerant-11 exits 
from the test section to a plenum where it mixes with the bypass 
flow and then flows into the downstream condenser. The loop 
condenser capacity is greatly in excess of that required to decou
ple the fluid flow downstream of the test section from the remain
der of the loop. 

Fig. 3 shows the location of the inlet throttling valve, flow mo
dulating valve, turbine flowmeter, and test section. The hydraulic 
servo-controlled flow modulating value was used to sinusoidally 

generate flow oscillations at the experimental test section inlet. A 
downstream turbine flow meter was used to measure and control 
the inlet flow perturbations and close the servo-controlled flow 
loop. Due to physical limitations the flow modulating valve and 
flowmeter could not be located directly before the test section 
inlet. Calculations showed that the delay time and attentuation 
inherent in the flow signal from the flow transducer to the test 
section inlet is insignificant at frequencies less than 10 Hz. 

Ins trumentat ion 
Test section instrumentation was provided to measure steady-

state values of absolute and differential pressure, inlet flow, ex
ternal tube wall temperature, flowing bulk fluid temperature, exit 
void fraction, and power input to the test section. Transient in
strumentation was included to measure inlet pressure, inlet flow, 
and exit void fraction. The confidence limits of the various mea
surements were estimated to be as follows: 

Power input: 

Flow rate: 
Absolute pressure: 
Differential pressure: 
Temperature: 
Void fraction: 

± 2 percent unaccounted for losses 
to the environment 

± 2 percent 
± % psi 
± 0 . 1 in. Hg 
± 0.5°F 
less than 20 percent absolute value; 
less than 5 percent transient change. 

The bandwidth capability of all the dynamic instrumentation 
was in excess of 20 Hz. The transient flow was measured with a 
turbine-type meter which was statically calibrated against a % 
in. standard orifice flow meter and a digital counter. This trans
ducer was used in conjunction with a closed-loop servo system for 
inlet flow excitation having a bandwidth in excess of 15 Hz. 

The transient inlet pressure was measured as a differential 
value between the inlet to the test section and the exit plenum 
reference pressure with a 50 psia differential pressure transducer 
having a bandwidth of 50 Hz. The steady-state pressure differen
tial was measured using a high pressure u-tube mercury manome
ter. In addition, the steady-state exit plenum pressure was moni
tored using a 600 psia absolute pressure gauge readable to % psi. 

External tube wall temperatures were monitored with iron-con-
stantan thermocouples secured to the wall using electrical insu
lating and heat conducting tape. In addition, the bulk fluid tem
peratures were measured at the inlet, midpoint, and exit of the 
test section with immersed thermocouples located at test section 
half depth. These steady-state temperatures were monitored on a 
commercially available temperature recorder. 

The electrical d-c power applied to the resistance test section 
was calculated from measurements of test section voltage drop 
and current flow. The voltage was measured directly across the 
test section while the current was monitored across a 300 amp/ 
mV series shunt. Power losses were measured to be less than 7 
percent of the supplied test section power. 

The average exit test section void fraction was monitored with 
a commercially manufactured capacitance void measurement sys
tem. This instrument had the disadvantage of not being movable 
along the test section length for ascertaining the axial void distri-

•Nomenc la ture • 

G = mass flux [lbm/hr-ft2] 
h = enthalpy [Btu/lb,,,] 

P ' = P K / P C = ratio of exit plenum ref
erence pressure to fluid 
critical pressure 

PI. ^2, P3 - inlet, midpoint, exit 
pressure, respectively, 
[psi] 

PH = exit plenum reference 
pressure [psia] 

q" = heat flux [Btu/hr-ft2] 

Tu T2, T3 = 

T, 
Wi 

<«3> 

inlet, midpoint, exit bulk 
centerline fluid tem
perature, respectively, 
[°F] 

fluid temperature [°F] 
volume flow [gal/min] 

note that mass flow 
Wi' is given by Wi'-
[lb,„/hr] = PlWt/ 
7.4806 

average exit void fraction 
[percent] 

(aA), (»«) 

0 = 

^ = 

actual and sensor mea
sured average void 
fraction [percent] 

inlet fluid density [lb,,,/ 
ft3] 

frequency [Hertz = 1 
cycle/s] 

indicares small pertur
bation change from 
steady-state for fre
quency response 
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permits an improved understanding of: 
(a) The density changes in the two-phase mixture which affect 

the gravity pressure drop in non-horizontal channels. 
(b) Pressure drop changes due to momentum changes and ac

celeration of the flowing fluid phases. 
(c) The flow pattern distribution within the flowing channel. 

This paper presents experimental data for the exit test section 
void fraction and its temporal behavior at this axial location. 

Fig. 3 Experimental flow channel 

bution, but was used because of its operating simplicity and ease 
of installation. Further discussion is presented in the next section 
on the void measuring system performance. 

Void Measurement 
For any two-phase single component flow channel in forced 

convection, a spatial and temporal knowledge of the void fraction 

Ribbon-type 
capacitiva 
elements 

Grounded 
ribbons 

Opposite 
polarities 
across 
diameter 

Bulk dielectric constant of flowing fluid 
Is sensed across a serlos of diameters 
because of spiral design. 

Fig. 4 Sensor design 

MATERIAL ••PlEXGLfcS 

PATTERN DSENWION 
VERT, H0RI2 

% V 

4 0 6 0 

<<*A) , % V 

Fig. 5 Sensor (low pattern bench test-l 
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Fig. 6 Sensor flow pattern bench test-l I 

Gouse [12] presents a comprehensive review on void fraction 
measurement up to 1964. This study reviews direct and indirect 
measurement techniques, presenting a synopsis of the difficulties 
encountered when experimental determination of this variable is 
desired. Cimorelli and Evangelisti [13] present results of work 
with a capacitive type measurement system for adiabatic flow 
boiling. Their capacitive device consisted of two concentric cylin

drical tubes as integral parts of the experimental test section. 
Discussed is the strong influence of the hydrodynamic flow pat
tern on the measured void fraction. 

Recently, Murphy and Bergles [14] presented data utilizing a 
commercially available void measuring system like that utilized 
for the research work presented in this paper. Their results 
showed that this device was sensitive to temperature and flow 
pattern using simple analytic models and experimental measure
ments. 

Void M e a s u r e m e n t Ins trumentat ion 
The averaging capacitive void sensor used for experimental 

measurements operated on the measurement of the apparent bulk 
dielectric constant trp which existed within the finite length tu
bular sensor. Fig. 4 shows a sketch of the sensor element and a 
schematic of the electrical capacitive elements. The primary 
capacitive path is diametrical, with spacer grounded ribbon ele
ments used to minimize coupling effects. The sensor for this work 
had an active length of 6V4 in. over which the void fraction mea
surement was averaged. 

To establish confidence in the values of void fraction deter
mined from bulk dielectric constant measurements, experimental 
evaluations were conducted to establish the temperature and flow 
pattern sensitivity. The sensor was calibrated at 70°F (±2°F) for 
liquid and vapor dielectric constants and then evaluated for stat
ic temperature sensitivity. This static temperature correction was 
incorporated into the steady-state experimental measurements of 
void fraction. 

The variation of void fraction with two-phase flow pattern re
quired a direct visual or quantitative measurement method. A 
room temperature bench test approach was selected using Refrig-
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erant-11 and specially manufactured plexiglass sections to repre
sent void distributions. Three flow patterns easy to identify and 
use for these equilibrium tests were vertical slug (plug), horizon
tal, stratified, and annular. 

Figs. 5 and 6 show the results of bench test measurements 
using the plexiglass sections and Refrigerant-11, respectively. A 
comparison of these data for the slug pattern orientation shows 
good agreement, while dissimilar results are obtained for the 
stratified flow pattern. The stratified pattern bench tests indicate 
a shift in slope of the characteristic with the same data trend. 
Repeated experimental tests did not resolve this difference. Fig. 5 
also shows the results of an annular flow condition using the plex
iglass sections. No data using Refrigerant-11 was obtained for this 
case. 

Caution must be exercised in the direct interpretation of this 
equilibrium bench test void fraction data to steady-state non-
equilibrium flow boiling patterns. These results indicate that an 
absolute void measurement using this capacitive type instrument 
is sensitive to steady-state flow pattern, but also that the slope of 
the («,w) vs. (aA) in the void range of 20 to 90 percent is relatively 
constant. This suggests that absolute void fraction measurements 
which are corrected for known fluid temperature conditions but 
not for unknown flow pattern sensitivity may be in error by 
twenty percent. Measurements of small transient changes (per
turbations) in void fraction, as is done in frequency response test
ing, should produce magnitude errors of less than five percent in 
the transient data due to the relative constancy of the slope of the 
<«,vi) versus (a A) curve for approximately constant temperature 
conditions. 

Experimental Test Procedure 
Experimental test operations were begun by initially pressuriz

ing the test facility, raising the temperature of the operating 
fluid, and then bleeding off trapped and dissolved gases in the 
test loop and instrumentation. Next a series of steady-state tests 
were conducted to provide experimental data on test section pres
sure drop, exit void fraction, and wall and bulk fluid tempera
tures. For these tests a constant heat flux is set for the test chan
nel and the mass flux was varied between 0.9 X 106 and 2.5 x 106 

(lbm/hr-ft2), while the inlet fluid temperature was maintained 
constant. 

Frequency response tests were initiated by establishing a nomi
nal operating condition in heat flux, inlet subcooling, mass flux, 
and system reference pressure. Sinusoidal variations in mass flux 
were then introduced into the system. The flow amplitude varia
tions were adjusted to be less than or equal to plus and minus ten 
percent of the nominal flow rate to minimize nonlinear system 
behavior. Data was obtained using a commercial frequencey re
sponse analyzer. 

Experimental Results—Frequency Response 
Characteristics 

Experimental data were obtained for uniform heat flux input to 
the test section, approximately constant mass flux, and both high 
and low inlet subcoolings. Fig. 7 through 10 present experimental 
frequency response data for inlet impedance and exit void frac
tion for disturbances in inlet flow at constant heat flux. The 
input frequencies ranged between 0.01 and 10.0 Hz. Two inlet 
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subcoolings of 79°F and 14°F were studied at a nominal volume 
flow rate of 10 gpm, with flow perturbations of ±10 percent of 
steady-state. Additionally at each inlet subcooling two magni
tudes of heat flux were considered. Figs. 10(a),(b) and 13(a),(b) 
show the repeatability of the test data, with each run denoted by 
a separate symbol. The largest variation in data occurred for the 
inlet impedance (AP1/AW1) characteristic at the 799°F inlet 
subcooling condition. 

A comparison of the inlet impedance characteristics for 79°F 
and 14°F (Figs. 7(a), 8(a), 9(a), and 10(a) shows that at low fre
quency the gain of the flow to inlet pressure curve is larger for the 
14°F subcooling. This result is consistent since a larger portion of 
the boiler tube is in two-phase flow regimes, resulting in a larger 
slope on the static pressure drop versus flow characteristic. 

A decrease in the inlet subcooling to the diabatic flow channel 
results in a "softer" behaving system with a subsequent, increase 
in the resonant peak amplitudes and phase angles. Close observa
tion of the curves indicates that as a larger portion of the tube 
becomes vapor, the number of resonant peaks occurring at 
frequencies less than 10 Hz increases. This dynamic characteris
tic when coupled with other power system components such as 
pumps, condensers, and piping can result in slower responding 
and less stable systems behavior, although the vapor generator it
self has improved stability, i.e., an elimination of the density-
wave oscillation instability. 

The exit void fraction frequency response characteristics are 
shown in Figs. 1(b), 8(b), 9(b), and 10(b). Decreasing the inlet 

subcooling reduced the inlet flow to exit void fraction low fre
quency gain characteristic. The exit void fraction must also have 
a zero frequency phase shift of minus 180 deg for changes in inlet 
flow, since an increase of the flow leads directly to a decrease in 
exit void fraction. The phase lag in exit void increases at an in
creased rate above 0.1 Hz. This is expected because of the tran-
port delay between inlet flow and exit void fraction. Any distrib
uted or lumped mathematical model developed for analytic pur
poses should account for this effect. 

The effect of changing the uniform constant heat flux supplied 
to the flow channel can be observed by comparing Figs. 7 and 8 
for 70°F subcooling and Figs. 9 and 10 for 14°F subcooling. In
creased heat flux reduces the amount of liquid phase in the chan
nel resulting in a softer system with larger resonant peaks and 
phase shifts. 

C o n c l u s i o n s 
This paper has presented experimental frequency response data 

for inlet pressure and exit void fraction for perturbations in inlet 
flow at constant uniform heat flux. In support of the data, a de
tailed description of the experimental test facilities and instru
mentation used for this work was presented. A specific evaluation 
conducted to show the performance of the averaging capacitive 
void measuring system was included. 

The experimental measurements indicated that: 
1 A decrease in the inlet subcooling for constant heat flux 

gives rise to a softer or "more spongy" vapor generator with in-
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creased a m p l i t u d e s and lower r e sonan t frequencies; 

2 An increase in h e a t flux a t c o n s t a n t inlet subcool ing also 

gives a softer d y n a m i c sys tem; 

3 Large p h a s e shifts occur in exit void fraction for frequencies 

above 1 Hz indicat ive of t h e t r a n s p o r t de lay line behavior of m o n 

o k i n e boilers. 
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A Generalized Prediction of .Heat 

Transfer Surfaces 
A new way of presenting the heat transfer data is shown. This leads to a dimensionless 
performance plot between a "heat transfer performance factor" and a "pumping power 
factor" with a nondimensional "flow length between major boundary layer disturbances" 
as a varying parameter. This approach leads to the possibility of approximately present
ing all surface geometries on a single "idealized" performance plot, the nondimensional 
"flow length" being a geometrical characteristic of each surface. The method can be used 
to predict approximately the heat transfer performance characteristics of a new, untest
ed surface. The plot permits the rapid assessment and comparison of various heat trans
fer geometries for a given application. The performance plot is valid only in the turbu
lent flow regime. The method wilt prove invaluable in optimizing a design accounting for 
space limitations, economic restraints, and system considerations such as pumping power 
and effectiveness tradeoffs. 

Introduction 

The performance data of a heat transfer surface geometry are 
customarily presented as the heat transfer factor "7" and the 
pressure-drop factor " /" as functions of Reynolds number. The 
curves for j and / vary over a wide range, in magnitude as well as 
in slope. Except for very simple geometries, it was not possible in 
the past to predict them even approximately. Experiment has 
been the only way to know the performance of a new surface. 

It has long been recognized that the flow length between 
boundary layer disturbances has some bearing on the perfor
mance of a heat transfer surface [1, 2].1 The importance of this 
fact can be realized from the following quotation from reference 
[1]: "One of the most widely used ways of increasing conductance 
is to interrupt the wall surfaces so that the boundary layers can 
never become thick." Hence, plotting the factors / and / and their 
slope exponents versus the ratio of flow length between major 
boundary layer disturbances to the equivalent diameter, "l/D,.„," 
suggests itself automatically. This is done for a large number of 
surface geometries listed in reference [1]. Figs. 1 and 2 show the 
disappointing results. While the trend is visible, the scattering of 
the test data is so large that the ratio l/D,.t[ does not appear to be 
a single useful criterion. The tested pressure-drop factors and 
their slope exponents spread over a wide area (Fig. 2); the plot
ting of the slope exponents of the pressure-drop factor does not 
even show a trend. 

The seemingly hopeless situation suddenly changes when the 

1 Numbers in brackets designate References at end of paper. 
Contributed bv the Heat Transfer Division and presented at the Winter 

Annual Meeting New York, N. Y.. November 26-30, 1972, of THE AMERI
CAN SOCIETY OF MECHANICAL ENGINEERS. Journal manuscript re
ceived bv the Heat Transfer Division, March 11, 1974. Paper No. 72-WA/ 
HT-55. 

factors j and / are replaced by two new dimensionless groupings, 
as shown in the next section. 

In order to present the principles involved in a clear and con
cise form, the paper is confined to gas-to-gas heat exchangers, in 
the turbulent range, with specified total pumping power. Other 
applications are possible, and the method can be adapted to 
other problems. 

The D i m e n s i o n l e s s Per formance Plot 
Definitions. 

Surface Geometry. The geometric proportions of a surface. Note 
that the dimensions of a surface can be scaled up or down in geo
metric similarity without changing the surface geometry. 

Surface Configuration. A surface of fixed geometry and dimen
sions. Surfaces of the same surface geometry can be executed in 
different surface configurations, i.e., in different dimensions. 

Standard Performance Plot. A graph in which the heat transfer 
performance per unit volume is plotted versus the pumping power 
per unit volume based on arbitrarily assumed "standard" fluid 
properties and a surface effectiveness of >js = 1.0 [3, p. 289]. 

Dimensionless Performance Plot. Plotting of the dimensionless 
values J and F (Figs. 4, 5, and 13). The Standard performance 
plot compares "Surface Configurations." It all started with the 
plot shown in Fig. 3 (Figs. 11-16 from reference [3]). This plot 
shows the heat transfer performance per unit core volume at a 
surface effectiveness of ;j.s = 1.0 versus the pumping power ap
plied per unit core volume. The "dimensionless pumping power 
factor" is defined as 

F = 
P 2ocp2 D ' 

V |J-" 
IN, 

In the same way, we define the "dimensionless transfer perfor
mance factor" 
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Plotting the transfer performance factor versus the pumping 
power factor delivers the "dimensionless performance plot;" an 
example is shown in Fig. 4. The points are directly obtained from 
a customary ; and / graph by plotting ; JVH,. versus fN,„.3. From 

here on, we will use the J factor at F = 109, J10<J, ana the slope 
exponent "n" of the performance line to characterize the straight 
portion of this line. 

It will prove helpful in the pursuit of our goal to have the Reyn
olds number plotted on top of the performance line. 

For reasons to be discussed in the following, Fig. 4 is regarded 
to be a more useful presentation of the performance of a surface 

. N o m e n c l a t u r e . 

A - total heat transfer area 
Ac = minimum free flow area 
(•',> - specific heat 

A'q = equivalent diameter (Deq = 4 
AcL/A) 

F = pumping-power factor (F = f Niw3) 
f = pressure-drop factor 

gv = proportionally constant in New
ton's second law 

h = surface heat transfer coefficient 

J = 

; 
L 
I = 

transfer performance factor, (J = j 
NH„) 

heat transfer factor 
total flow length 
flow length between major boun

dary layer disturbances, Fig. 6 
n = slope exponent in the dimension

less performance (J versus F) 
plot 

NHV ~ Reynolds number 

/Vpr = Prandtl number 
P - pumping power 
V = core volume between plates 
IS = ratio of total transfer area on one 

side of a plate-fin heat exchanger 
to the volume between the plates 
on this side, Aj V 

i)s = surface effectiveness 
j" = viscosity 
P = density 
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514 
244 

367 

561 

208 
305 

Fig. 3 Standard performance plot (this figure is reproduced from [3, p. 
289]) 

geometry than the j and f plot previously used. Note that the 
plot, since dimensioniess, compares "geometries" and not merely 
"configurations." 

Evaluation of Numerous Tested Surfaces. Fig. 5 shows di
mensioniess performance lines for four typical surface geometries 
of greatly different //£)«, ratios. The trend toward higher perfor
mance at smaller (/fX.q ratios is already clearly visible. 

Eight-three surface geometries listed in reference [1] were eval

uated in this way. They include banks of bare tubes, banks of cir
cularly finned tubes, continuous fins on flat tubes, plain continu
ous fins, louvered fins, strip-fins, and pin-fins. Only the parts of 
the j and / curves which show a strong influence of turbulence are 
included. The / and / characteristics illustrated in reference [1] 
clearly show a distinct variation in slope from low to high Reyn
olds numbers. The behavior exhibited in the turbulent range 
(high Reynolds number) is much more orderly (constant slope) 
and therefore the presentation here is only made for turbulent 
range for purposes of simplification. It is believed that a similar 
approach can also be used for laminar flow regime. 

The characteristic values "Jio9" and n of the scrutinized sur
faces are listed in Table 1. The last column of the table was re
served for the ratio l/Deil. Examples for measuring the flow length 
between major boundary layer disturbances are presented in Fig. 
6. It is noteworthy that "/" is selected between the points at 
which the same flow pattern or its mirror image recurs. 

The Predominant Influence of the " ( / D M , " Ratio. The big 
surprise comes when the characteristic values Ji09 and n are 
plotted versus the specific length between major boundary layer 
disturbances, i.e., ljDe{i (Fig. 7). The figure shows clear trends. 
The scattering of the points is regarded to be small, especially if 
it is kept in mind that the uncertainty of measuring the factor j is 
only ±5 percent, and of / is ±5 percent [1. p. 13,5]. The number 
of "runaway points" is also small. (For some tube banks and 
finned tube surfaces, the uncertainty is higher [8]). 

Figs. 8 through 12 show the scatter of data for various surface 
geometries on the dimensioniess performance plot. Some surfaces 
(e.g., Plain Plate fins, Louvered Plate fins, Strip fins, Wavy fins, 
etc.) showed less scatter than others. Generally the scatter of the 
points is regarded to be small and considered reasonable in com-

IOOOO 

Fig. 4 Example of a dimensioniess performance plot 

Fig. 5 Typical dimensioniess performance plots for four different sur
face configurations 
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Fig. 6 Examples of measur ing the f low length between major boundary 
layer d isturbances 

way, Fig. 13 is a general performance plot for practically all 
geometries in the turbulent region. 

The lines of constant Reynolds numbers in Fig. 13 are taken 
from Fig. 14, in which all the evaluated Reynolds numbers are 
plotted. 

The Significance of the Idealized Dimensionless Perfor
mance Plot. 

1 The idealized plot, Fig. 13, provides a convenient compari
son of the effect of / on heat transfer surface performance at the 
same "D«," and "/?," since for the same /%,, and /3, "F" is pro
portional to "P /V" (pumping power per unit volume) and "•/" is 
proportional to "fit," (heat transfer per unit volume). With these 
restrictions, Fig. 13 shows that surface designed to operate at the 
same P/V would result in an increase in &>, between 80 and 250 
per cent by decreasing boundary layer interruption length l/D,.„ 
from 200 to 0.5. 

2 The numerical effect of surface modifications can be esti
mated from Fig. 13. Assume, for example, a contonuous-fin sur
face with an //D,.q ratio of 50. If boundary layer interrupting slots 
are cut into this surface in such distances that l/Dcq becomes 
equal to 2, then it can be read from Fig. 8 that the transfer per
formance factor r/ ia9 will rise from 15 to 26, i.e., approximately 70 
per cent, and that the slope exponent n will change from 0.3 to 
0.24. 

3 The prospective performance of newly designed, but not yet 
tested, surface geometries can be fairly well predicted if a value 
for the ratio //DtH, can be established. Performance plots based on 
experimental evidence should, however, always be used for the 
final design. 

mon heat transfer correlations, especially, keeping in mind that 
this is an approximate presentation which guides the designer in 
the vicinity of optimum solutions. 

What is the reason for the striking difference between the plots 
of Fig. 2 and Fig. 7? The casual relationship between / a n d ; pro
vides the answer. As a rule, a geometry of greater flow resistance 
also yields higher heat transfer so that, while j and / may vary 
greatly, the functional relationship between pumping power and 
heat transfer performance remains more or less intact. 

Curves for Jio9 and n are drawn in Fig. 7, with the consider
ation that they have to level out at infinitely large l/Dea. These 
two curves now allow the design of the "idealized dimensionless 
performance plot," Fig. 13. In Fig. 5, surface types were used as a 
parameter; they have disappeared in Fig. 13 and are replaced by 
the characteristic dimensionless numerical value l/Deq. In this 

Discussion 
The basis of this work, namely that more frequent boundary 

layer interruptions lead to higher heat transfer coefficients for a 
given power, has been established for a long time. A number of 
dimensionless groupings like j , f, j/f, (j?'jf). etc., have been con
sidered for presenting the heat transfer data by various authors 
[4, 5, 6], but none has resulted in a presentation so simple and 
universal with the potential of describing all the surfaces on one 
plot, as presented in this work. It is well known that higher resis
tance to the flow path leads to higher heat transfer. While j and / 
may vary greatly, the functional relationship between pumping 
power and heat transfer performance remains more or less intact. 
The presentation in terms of F and J factors was primarily select
ed because it synopically correlates heat transfer and pumping 
power better than any other parameters. 

A more precise definition of l/Dei, is certainly desirable from a 

100 
T T m ! r T T T T 

1.0, 

TTTT 

-LXLLilJ _L-XJ^LL±iL 
.10 1.0 l/o„ 10 100 

Fig. 7 Character is t ics of the dimensionless per formance plot versus 
speci f ic f low length be tween major boundary layer d is turbances 
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Fig. 8 Characteristics of the dimensionless plot for 13-strip fin configu
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Fig. 9 Characteristics of the dimensionless performance plot for 14 
lowered plate fin configurations 
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Fig. 10 Characteristics of the dimensionless performance plot for 16 
plate fin configurations 
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Fig. 11 Characteristics of the dimensioniess performance plot for 13 
circular finned tube configurations 
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Fig. 12 Characteristics of the dimensioniess performance plot for 27 
miscelleneous configurations 
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Fig. 13 Idealized dimensioniess performance plot 
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less performance plot 

Table 1 
Fig . in 
Ref. 1 

10-4 
10-5 
10-6 
10-7 
10-8 
10-9 
10-10 
10-12 
10-13 
10-14 
10-19 
10-20 
10-34 
10-35 
10-38 
10-39 
10-40 
30-41 
10-42 
10-43 
10-44 
10-45 
10-46 
10-47 
10-48 
10-49 
10-50 
10-51 
10-52 
10-53 
10-54 
10-55 
10-56 
10-57 
10-58 
10-59 
10-60 
10-61 
10-62 

« 
. 21 
. 2 2 
. 22 
. 22 
. 22 
. 20 
. 22 
. 225 
. 215 
.21 
. 3 ! 
. 32 
. 32 
.265 
. 2 5 
. 25 
.265 
. 24 
. 24 
. 255 
. 23 
. 25 
. 25 
. 25 
, 24 
.255 
. 25 
. 26 
. 25 
. 2 2 
. 23 
. 242 
. 25 
. 2 6 
. 2 2 
. 205 
. 22 
, 21 
. 2 5 5 

J 9 
10 

32 
33 
27 .2 
27 .4 
3 3. 3 
38. 5 
36. 8 
3 0 . 2 
3 1 .2 
25. 5 
17. 7 
16 .3 
13.4 
14. i 
23 . I 
24 
23 
23 . 5 
24 
24 
25 . 3 
26 .2 
2 7 . 5 
25 . 
25. 8 
2 3 , 8 
2 1 . 1 
21 
23 . 8 
28. 5 
2 8 . 7 
34. 8 
22 
2 1 . 3 
26 
27 
27 
25 
2 5 ,2 

l/D 
eq 

1.565 
1. 575 
3. 12 
L 59 
.645 
.96 
. 869 

1.565 
1. 575 
3. 16 

2 1 . 1 
28: 2 
73. 8 
55. 3 

2. 14 
2. 14 
2. 85 
2. 85 
2 .605 
2. 605 
1. 54 
2 . 6 
2 .06 
3 . 0 8 
3 .08 
4. 12 
6. 16 
6. lb 
2. 06 

.696 
1. 2 
1. 188 
5 .6 
3 ,96 
1. 715 
1.76 
2. 13 
2 . 0 7 
2 .05 

Fig . in 
Ref. 1 

1 0 - 2 ! 
10-23 
10-24 
10 25 
10-26 
10-27 
10-28 
10-29 
10-30 
10-31 
10-32 
10-33 
10-63 
10-64 
10-65 
10-66 
10-67 
10-68 
10-69 
10-70 
10-71 
10-72 
10-73 
10-74 
10-75 
10-76 
10-77 
iO-79 
10-80 A 
10-80 B 
10-81 A 
10-81 B 
10-81 C 
10-81 D 
10-81 E 
10-82 A 
10-82 B 
i0 -83 
10-84 
10-85 
30-86 
10-87 
10-88 
10-89 

" 
. 352 
. 285 
. 342 
. 31 
. 29 
. 30 
. 28 
. 31 
. 285 
. 27 
. 35 
. 33 
.235 
. 26 
. 14 
. Z5Z 
. 24 
. 21 
. 23 
. 225 
. 21 
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. 23 
. 2 9 
. 17 
. 215 
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. 2 4 
. 25 
. 23 
. 24 
. 21 
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. Zl 
. 24 
. 265 
. 2 3 5 
. 25 
. 255 
. 245 

' • „ ' 

16.5 
20. 5 
15. 2 
14. 2 
16. 1 
16 
16.2 
lb 
16. 5 
17 
15. 1 
15. 2 
28 
24. 5 
2 7. 5 
28. 5 
25 
3T 
30 
17 
42 " 
38 
38 
25 
21 
25 
25. 2 
28. 5 
2 6 . 5 
29 
20. 2 
2 1 . 2 
2 1 . 8 
19 .5 
19 .9 
25 
28 
23 
2 1 . 3 
16.4 
2 0 . 3 
18 
23 .2 
22 

l/D eq 

35. 5 
10. 3 
55 
65 
ZO. 6 
57. 8 
2 4 . 7 
65 
35 
16 .6 
44. 4 
22. 1 

1.7 
2. 025 
1.475 
1. 575 
2. 24 

. 6 5 8 

.682 

.96 

. 56 

. 56 

. 644 
1. 79 
4 .32 
5. 2 
4 . 6 
5. 12 
6 .26 
2 .94 
8.67 
5. 29 
3 .28 
4. 21 
5. 45 
8. 95 
3. 88 
6. 05 

12. 8 
7. 5 
4. 79 
7. 5 
4. 86 
5 .7 

scientific point of view. The effects of parameters like fin thick
ness (which may be important for relatively thick fins) gaps be
tween successive elements in a row, etc., have not been included 
and could be considered in refining the definition of //Deq. The 
practical achievement which could be obtained, however, will 
probably be disappointingly small as compared to the effort 
spent. Test data of surfaces considered in this paper have ap

proximately the same error band as the spread shown in Fig. 7. 
Hence, this error band may overshadow the accuracy of the defi
nition of//Deq. 

Smith [7] also considered an alternative approach to the con
ventional approach of j and / factors. In his paper, he does men
tion the dimensionless groupings J and F, but he does not recog
nize the universal dependence of the "reference transfer perfor
mance factor" on the dimensionless flow length, which is the 
basis of this paper. 

Conclus ions 
1 The flow length between major boundary layer disturbances 

is predominantly and within rather narrow limits responsible for 
the numerical merits of a surface geometry. 

2 It is possible to present all surface geometries approximately 
in one single idealized performance plot. The surface effectiveness 
can also be incorporated. 

3 It is possible to predict the approximate performance of un
tested geometries and surface modification when the appropriate 
/ is established. : 
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A Dry Materials Heat Exchanger 

With Regeneration 
The concept of regeneration is successfully demonstrated for the heat processing of sorp-
tive materials in a continuous-flow heat exchanger. Data are presented for oats, cracked 
corn, and black peppercorns. Regeneration efficiency depends on the relative flow rates 
of the air and the product. Maximum efficiency was attained with the ratio of the air-
to-product heat capacity fluxes near unity. Regeneration efficiency is also dependent on 
the moisture content of the product entering the heat exchanger. A maximum efficiency 
of 57 percent was obtained for black peppercorns that entered the heat exchanger with 
moisture contents of 5 to 8 percent (dry basis) and were processed to a holding tempera
ture of 175° F (79.5° C). 

Significant drying of the product was realized in the heat exchanger/regenerator. For 
oats, processed at 200° F, approximately half the moisture was removed in a single pass 
when the inlet moisture content was 13.7 percent. The amount of drying decreased as the 
moisture content of the product entering the heat exchanger was lowered. Drying also 
decreased when the processing temperature was lowered. Considerable energy is con
sumed by drying, and thus the regeneration effect for high moisture products is not as 
apparent. 

Introduction 

Because of the very wet harvest season of 1972 and the nation
wide energy shortage, many farm crops were in danger of being 
lost since fuel was not immediately available to dry them suffi
ciently for marketing or storage. Crop drying is normally a bulk 
process whereby heated air is passed over or through thin layers 
of the product; often it requires several hours [ l ] . 1 Much of the 
energy that is lost to the environment could be used for addition
al drying. A technique for retrieving some of this energy would 
not only reduce drying costs, but would also help to alleviate the 
energy shortage. 

Another area that would benefit greatly from energy conserva
tion techniques is that of pasteurizing foods, animal feeds, and 
feed ingredients to rid them of potentially harmful microorga
nisms. It is known that spices, for example, are often contaminat
ed with bacteria, yeasts, and molds that cause spoilage of foods 
[2, 3], Recently it was recommended that all animal feeds and ce
real grains be pasteurized [4], and, in fact, salmonella has been 
found in approximately 17 percent of the ingredients used to 
manufacture animal feeds [5], Pasteurization would eliminate 
this pathogen and greatly reduce its chances of ever reaching the 
retail food level, but pasteurization by present methods is eco
nomically prohibitive because of the relatively low dollar value of 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, Detroit, Mich., November 11-15, 1973 of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Journal manuscript received 
by the Heat Transfer Division February 5. 1974. Paper No. 73-VVA-HT-14. 

the product and the high cost of the energy required to heat it. 
The heating of dry products is currently performed in bulk pro
cesses or in continuous-flow heat exchangers. These heat ex
changers are normally fluidized beds or indirect heat exchangers 
where the heating medium (normally steam) passes through the 
inside of a screw conveyor. Once the dry product has been heated 
to the prescribed processing temperature, however, much of its 
energy could be recovered. Such a step would serve a dual pur
pose: the product would be returned to its initial temperature 
and the recovered energy could be used to heat the incoming 
product to pasteurization temperature, thereby significantly re
ducing the total energy requirements for pasteurization. 

To make the drying and/or pasteurization process for granular 
dry materials more feasible economically, the concept of regener
ation was incorporated in a dry materials heat exchanger, and its 
performance as a pasteurizer and a dryer was evaluated. 

Experimental 
A schematic of the heat exchanger with regeneration developed 

for this experimental investigation is shown in Fig. 1. Air is the 
heat exchange medium that passes in counterflow through the 
dry product. The product flows vertically downward because of 
gravity. The device consists of four main sections: (1) a heat ex
changer where the temperature of the dry product is raised to the 
processing temperature by heated air, (2) a holding tube where 
the product is held at processing temperature, (3) a regenerator 
where the product is cooled and the air is preheated, and (4) a 
metering tube that controls the flow rate of the product. The flow 
of air which bypasses the holding tube is heated in the heater to 
the temperature necessary for the process. 

Apparatus . A bench model of the dry materials heat exchang-
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Fig. 1 Schematic of dry materials heat exchanger with regeneration 

er with regeneration was fabricated using 1%-in. (38.1-mm) ID 
Pyrex glass tubing. The heat exchanger and regenerator sections 
each had an effective length of 42 in. (1.07 m). This included an 
expansion chamber at the top of the respective sections. The pur
pose of the expansion chamber was to reduce the air velocity 
thereby allowing airborne particles of product to fall out before 
leaving the section. Any fine particles that are exhausted from 
either the heat exchanger or the regenerator are removed by 
means of Pyrex glass cyclone separators. Both the expansion 
chambers and the cyclone separators were custom fabricated from 
2000-ml Erlenmeyer flasks. The length of the holding tube could 
be varied to allow for a wide range of holding times. If this appa
ratus were being used to pasteurize animal feeds, the holding 
time required at pasteurization temperature to facilitate a suffi
cient kill of salmonella would vary with the pasteurization tem
perature and moisture content of the feed [6, 7, 8]. A holding tube 
length of 18 in. (0.46 m) was used throughout this investigation. 
The preheated air that bypasses the holding tube was further 
heated by spiral-finned electric heaters. A temperature controller 
monitoring the air temperature at the inlet to the heat exchanger 
controlled the heaters. 

Product flow was controlled automatically by electric timers 
cycling the five pneumatically actuated 1%-in. (38.1 mm) ID ball 
valves shown in Fig. 1. A cycle consisted of three operations: the 
fill, the pulse, and the dwell. The first operation, the fill, has 5 s 
in which to fill the regenerator with product held in the holding 
tube and empty the metering tube. When the regenerator fills to 
the proper level, the filling is interrupted by a photo-electric level 
controller located in the expansion chamber of the regenerator; 
thus a constant level of product is maintained in the regenerator. 
During the pulse, which is 10 s long, the holding tube and the 
metering tube are simultaneously filled. The remainder and the 
majority of the cycle, the dwell, is limited to 5 min. During the 
first few seconds of the dwell, the heat exchanger is filled from 
the hopper. The amount of product entering the heat exchanger is 
also controlled by a photo-electric level controller located in the 
expansion chamber. Product flow is halted until the end of the 
dwell and the beginning of a new cycle. The duration of the dwell 
controls the rate of flow of the dry product. The metering tube, 
which holds 20 cu in. (328 ml), is emptied once per cycle, giving a 
continuous, slug-type flow of dry product at the rate of 2.1 cu ft 
(59 1) per hr for a 3-min cycle time. 

Maintaining Continuous Flow. A continuous flow of air op
posing the flow of the product tended to plug or mass the dry ma
terial in both the heat exchanger and the regenerator. Once a 
plug formed, the flow of the product ceased. Several techniques 
were employed to eliminate plugging. Vibrators installed on the 
walls of the heat exchanger and regenerator were of some help but 
did not reliably eliminate the phenomenon. In a scale-up of the 
heat exchanger/regenerator, plugging is not expected to be as 
much of a problem since a product with a given particle size 
should flow more freely in a larger flow channel. For the bench 
model, however, the inclusion of a turbulence promoter and a 
pulsating air supply was necessary to attain a continuous flow of 
the dry product. The turbulence promotor was a 7/s-in- (22.2-mm) 
OD spiral, wound with a 1%-in. (38.1-mm) throw from Vs-in. 
(3.18-mm) OD, thin-wall, stainless steel tubing. A spiral was sus
pended in the center of both the heat exchanger and the regener
ator sections and extended into the expansion chambers. The air 
entering at both the heat exchanger and the regenerator was 
pulsed by solenoid valves. Pulses of % s with a frequency of two 
per second proved most effective. The combined effect of the tur
bulence promotor and the pulsed air supply was to vigorously agi
tate the dry product, thereby forming a fluidlike suspension that 
would flow without plugging. This procedure also induces inti
mate contact between the dry product and the air, a necessary 
characteristic for effective heat and moisture transfer. 

Insulation. The low flow rate and associated energy of the 
product compared with the large surface area for heat loss to the 
surroundings made thorough insulation of the column mandatory. 
The heat exchanger and regenerator tubes were fitted with 2-in. 
(50.8-mm) thick, canvas-covered, fiberglass insulation. Irregular 
portions of the column such as the expansion chambers and ball 
valves were covered with 3%-in. (88.9-mm) fiberglass home insu
lation. The holding tube was wrapped with flexible electric heat
ing tape. Voltage to the tape was regulated so that the product 
temperature at the holding tube outlet equaled that at the inlet. 
This step guarded the holding tube from heat losses to the sur
roundings. 

N o m e n c l a t u r e . 

c = constant pressure specific heat, 
Btu/lb°F 

d.b. = dry basis, weight of water per 
weight of dry material 

m = mass flow, lb/hr 
mc = heat capacity flux, Btu/hr°F 
M = percent moisture content of the 

product, dry basis (d.b.) 

q = heat flow, Btu/hr 
T = temperature, °F 

v.b. = wet basis, weight of water per 
weight of dry material and 
water 

W = moisture content of the product, 
wet basis (w.b.) 

iS = thermal effectiveness 

i) = regenerat ion efficiency 

Subscripts 

a = air 
h = heater 
p = dry product 
r = regenerator 

1-8 = thermocouple locations (see Fig. 1) 
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Dry Products. Three dry products were selected for this in
vestigation: coarse cracked corn, since it is one of the primary in
gredients of all poultry feeds; oats, since it is a representative 
feed; and black peppercorns, since it requires drying and is one of 
the more heavily contaminated spices [2, 3]. All three products 
were heated to a processing temperature of 175° F (79.5° C). In 
addition, a series of runs were made with oats at 200° F (93.3° C). 
Bach series of runs consisted of varying air and product flow rates 
to obtain air-to-product heat capacity flux ratios Cmaca/m ;,cpJ 
between 0.6 and 3.6. This was accomplished with air flows be
tween 8 and 28 lb/hr (3.6 to 12.7 kg/hr) with cycle times of 45 s to 
5 min. For each series, from 10 to 25 runs were conducted with 
the moisture content of the dry product entering the column equi
librated to between 5 and 8 percent moisture content, dry basis 
(d.b.). In addition, approximately 5 runs were made for each 
product with moisture contents above 8 percent and below 5 per
cent. 

Procedure. The dry product, preconditioned to a prescribed 
temperature and moisture content, was supplied to the column 
by way of a iy2-cu-ft (42.5-1), cone-shaped hopper. Once steady-
state conditions were attained, temperatures were recorded by a 
multipoint, strip-chart recorder. Air and product temperatures 
were taken at the inlet and outlet of both the heat exchanger and 
regenerator. Thermocouples (copper-constantan) were located as 
shown in Fig. 1. The thermocouples were fabricated from 24-ga 
nylon wire and insetted through the gaskets connecting the glass 
sections so as to be free-standing at the midpoint of the column. 
Pressure drops across the heat exchanger and regenerator were 
also recorded. The air flow rate was measured with a rotameter 
and the dry product flow rate was determined by weighing the 
product leaving the column. Samples of the dry product before 
and after processing were taken so that the amount of drying 
could be determined. Moisture content was determined by oven-
drying [9], 

Results and Discussion 
The performance of the heat exchanger and regenerator is best 

characterized by defining a regeneration efficiency, which is de
fined as the ratio of the regenerated energy to the total energy re
quired for the process. In terms of the energy associated with the 
air flow, the regeneration efficiency is defined as 

V 
ch 

<!r + <lh 

Or, since the air behaves as an ideal gas 

'"aCa(T2 - Tt) 
V 

1] = 

maca{r2 - TO + v,aca(T?l - T2) 

T2 - T, 
T, - T. 

(1) 

(2) 

(3) 

The regeneration efficiency is then the ratio of the temperature 
rise of the air through the regenerator to the total rise in air tem
perature through both the regenerator and the heater sections. 
The regeneration efficiency will vary with the air and product 
flow rates. This effect is shown in Fig. 2 by way of temperature 
distributions typical of eounterflow heat exchangers. Constant 
product flow rate and a constant holding temperature are as
sumed. Insufficient air flow gives rise to excessively high air tem
peratures entering the heat exchanger and incomplete cooling of 
the dry product in the regenerator. With excess air, regeneration 
efficiencies are lowered because of both low regeneration tempera
tures and hot air being exhausted from the heat exchanger. Also, 
with excess air, velocities are such that large amounts of product 
are lost by way of the cyclone separators. For the proper ratio of 
air-to-product flow rates, temperature differences between the air 
and the product are minimized, thus giving maximum regenera
tion temperatures and requiring a minimum of energy from the 
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Fig. 2 Effect of air flow on regeneration efficiency 
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heater. The effect of drying on the regeneration efficiency is about 
the same as insufficient air flow (Fig. 2). The energy required to 
vaporize the moisture and remove it from the product must be 
supplied by the air. Therefore, when drying is accomplished, re
generation efficiencies will be lower and a strong function of the 
amount of drying that takes place. 

Regeneration Performance. The regeneration efficiency as a 
function of heat capacity flux ratio is shown in Fig. 3 for oats with 
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a processing temperature of 200° F. The upper and lower dashed 
lines indicate the bounds of the experimental data for an entering 
product moisture content of less than 5 percent and greater than 
8 percent, respectively. In other words, all the experimental data 
for moisture content from 5 to 8 percent lie between the dashed 
curves. The solid curve represents the average of this data. Fig. 3 
is typical of all products. The regeneration efficiency is seen to be 
not only a strong function of moisture content, but also highly 
dependent on the ratio of air-to-product heat capacity fluxes. 
Curves for the average regeneration efficiencies of the various 
products tested with moisture contents between 5 and 8 percent 
(d.b.) are shown in Fig. 4. For all products, the maximum regen
eration efficiency occurred at a ratio of heat capacity fluxes equal 
to or slightly higher than unity. Comparison of the two curves for 
oats at 175 and 200° F indicate that higher efficiencies can be ob
tained by lowering the processing temperature. This effect should 
not be interpreted as due to the heat transfer characteristics 
alone. The energies associated with the mass transfer are also al
tered when the temperature is lowered. This effect is discussed in 
the next section. 

The influence of column diameter or column length on regener
ation efficiency was not determined. 

Thermal Properties. The specific heats of the dry products 
used in this investigation are dependent on moisture content. The 
specific heat of oats at 59° F (15° C) is given by Haswell [10] as a 
function of moisture content on a wet basis as 

c = 0.305 +0 .0078W (4) 

For yellow dent corn at an average temperature of 69° F (20.6° C), 
Kazarian and Hall [11] report 

c = 0 . 3 5 0 + 0 .0085W (5) 

Both investigators used calorimeters to measure the specific heats 
directly. 

The specific heat of black peppercorns was not found in the lit

erature. The thermal diffusivity and the thermal conductivity of 
the pepper were measured by techniques described by Dickerson 
[12j. The specific heat was calculated from the definition of ther
mal diffusivity, and at an average temperature of 100° F (37.8° 
C), it is given by 

c = 0 . 2 4 +0.01QW (6), 

This is an apparent specific heat that was indirectly obtained by 
measuring other thermal properties in a closed container. There 
was a significant air space within the product. Similar tests for 
oats and corn gave apparent specific heats approximately 17 per
cent lower than the specific heats from equations (4) and (5) at 
the same temperature. 

The specific heats used in the data reduction were calculated 
from equations (4), (5), and (6) using the average of the inlet and 
outlet moisture contents converted to a wet basis. 

Effect of Moisture. All data collected for this investigation 
were obtained using sorptive materials. Because of the extremely 
low relative humidity of the heated air entering the heat exchang
er, some drying of the product was realized. Despite the drying 
effect, the data (Fig. 3) show that optimum performance was ac
complished at a heat capacity flux ratio of approximately unity. 
Consequently, the amount of drying does not affect the optimum 
operating point for a given inlet moisture content. The amount 
of drying does, however, affect the temperature of the air entering 
the heat exchanger and therefore the regeneration efficiency. Re
generation efficiency was a function of the moisture content of the 
oats entering the column and increased as moisture content de
creased (Fig. 5). If this curve were extrapolated to zero moisture 
content, it appears that in the absence of drying, efficiencies as 
high as 90 percent could be realized. Conversely, for very high 
moisture contents, the regeneration effect is overshadowed by the 
very high energy requirements of the drying process. But even a 
regeneration efficiency of only 30 percent indicates a 30 percent 
reduction in the energy cost of processing. 

Drying Performance. The removal of moisture from grains 
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Thermal effectiveness of the heat exchanger and the regenerator 

and feeds is usually performed at relatively low air temperatures 
and requires extended drying times of several hours [1], Yet as 
product temperature is increased at constant moisture content, 
its equilibrium relative humidity is increased significantly; and if 
product temperature is raised high enough, some of the previously 
adsorbed moisture is converted to free moisture within the prod
uct [9]. Raising the temperature of oats to 200° F should result in 
significantly increased drying rates. The amount of drying ac
complished in the heat exchanger/regenerator is shown in Fig. 6. 
The change in moisture content is a function of the moisture con
tent of" the product entering the heat exchanger. Only one set of 
data points is shown, those for oats at a processing temperature 
of 200° F. The curve shown for oats at 200° F represents the aver
age of these data. The remaining curves of Fig. 6 were obtained in 
a similar manner. A comparison of the curves for oats at 175 and 
200° F indicates that drying is dependent on holding temperature. 

The amount of drying for the cracked corn was higher than 
that for the other products at the same temperature. This fact, 
together with a high heat of desorption for corn [9], accounts for 
the low regeneration efficiencies obtained with the corn (see Fig. 
4). 

The rate of drying decreases as the moisture content of the 
product entering the heat exchanger decreases. For moisture con
tents below about 12 percent (d.b.), the water in sorptive materi
al such as those used in this study is no longer free or surface 
water. Increased amounts of energy are thus required to remove it 
since it is tightly bound by the material. As much as 50 percent 
additional energy is required to remove moisture from feeds and 
feed ingredients at low moisture contents [9]. 

For product inlet moisture contents above 8 percent (d.b,), the 
apparatus is an effective dryer; for oats processed at 200° F, ap
proximately half of the moisture was removed when the product 
inlet moisture content was 13.7 percent (Fig. 6). This was accom
plished in an average process time of approximately 30 min, de
pending on cycle time. 

Fig. 6 shows the amount of moisture removed from the product 
but does not indicate where in the apparatus it was removed. 
Since no air moves through the holding tube, it is unlikely that 
substantial moisture was removed in this section. By identifying 

the term "thermal effectiveness," it is possible to obtain esti
mates of the degree of vaporization and condensation. For the re
generator, thermal effectiveness is the ratio of the sensible portion 
of the energy added to the air to the sensible energy removed 
from the product. 

0r = 
>»ac t t(r t-r2) 
m.cJTv - To) 

(7) 

Assuming negligible heat losses to the surroundings, this quantity 
could be greater than unity only if moisture were added to the 
product. Similarly, for the heat exchanger, the quantity of sensi
ble energy added to the product divided by the sensible energy 
removed from the air is 

ffl„c,(Tfj - T5) 
maca(T3 - T4) 

(8) 

These thermal effectiveness values are shown in Fig. 7 for con
stant flow rates of air and oats, with the oats entering at various 
moisture contents. The thermal effectiveness of both the heat ex
changer and the regenerator decrease with increased inlet mois
ture content, indicating increased drying activity. For product 
inlet moisture contents of less than 5 percent (d.b.), the regenera
tor thermal effectiveness is greater than unity, indicating some 
adsorption of moisture by the product. This effect was caused, 
however, by inlet air conditions. The relative humidity of the air 
entering the regenerator was consistently between 15 and 20 per
cent for all tests. This would correspond to a moisture content in 
the oats of 4 to 5 percent (d.b.) if the feeds were allowed to come 
into equilibrium with the air [9], Furthermore, when a product 
entered the regenerator with a moisture content higher than 5 
percent (d.b.), the regenerator further decreased the moisture 
content. For the entire range of product inlet moisture contents, 
thermal effectiveness in the regenerator varied from only 0.85 to 
1.05, indicating no appreciable drying of the product. 

In the heat exchanger, thermal effectiveness ranged between 0.4 
and 0.7, demonstrating considerable drying. With the product 
inlet moisture content at 10.5 percent (d.b.), more than half the 
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energy supplied by the air was used to vaporize and remove mois
ture (Fig. 7). 

Effect of Heat Transfer on Drying. Sorptive materials re
spond much more slowly to moisture changes than to temperature 
changes [13, 14]. To increase the temperature of a dry material, it 
is necessary only to supply the sensible heat requirement of the 
dry material and adsorbed moisture. When removing moisture, 
however, the energies of vaporization and desorption must also 
pass through the heat transfer barrier at the surface of the parti
cle. Consequently, drying rates are influenced by the surface heat 
transfer coefficient of the solid material. 

When drying small samples in an oven, surface heat transfer 
coefficients are quite low, and approximately 100 hr of drying 
time is required to reach moisture equilibrium [1]. With forced air 
convection, equilibrium times can be reduced to about 50 hi [9] 
In this apparatus, the air is blown directly through the product, 
causing vigorous, localized agitation of the product. The high heat 
transfer coefficient at the surface of the product particle is le 
sponsible for the extremely short drying times achieved. 

High heat transfer coefficients do not represent the total effect, 
however. Raising the temperature of the product maikedh in
creases drying rates [1]. The processing temperature of 200° F 
used on the oats yielded a marked improvement in diying lates 
over a processing temperature of 175° F (Fig. 6). 

No measurement was made of how product quality is affected 
by processing oats at 200° F, a temperature that is beyond the 
normal range for product processing. The time of exposure, how
ever, was quite brief. Depending on cycle time, the product was 
heated from room temperature to 200° F in less than 15 min, held 
for about 8 min, and cooled to room temperature in less than 15 
min. Research on product quality will be required to assess.the 
effect of the short term, high temperature exposure. 

C o n c l u s i o n s 
A bench model of a continuous-flow, dry materials heat ex

changer with regeneration was fabricated. Based on data ob
tained from the series of runs made with oats, cracked corn, and 
black peppercorns, the following points are summarized: 

1 The concept of a regenerative heat exchanger has been suc
cessfully demonstrated for granular dry materials. 

2 Regeneration efficiency is a function of the relative flow 
rates of the air and the product. Highest efficiencies are attained 
at a ratio of air-to-product heat capacity fluxes equal to or slight
ly higher than unity. 

3 Higher regeneration efficiencies can be obtained by lowering 
the processing temperature. 

4 Regeneration efficiencies increase as the moisture contents 
of the dry products decrease. 

5 The apparatus effectively dries sorptive materials. The re
generator section provides additional drying for all products with 

moisture contents above about 5 percent (d. b.) before processing. 
6 The amount of drying depends on the moisture level of the 

product entering the heat exchanger. The amount of moisture re
moved decreases with decreasing moisture content of the product. 

7 Additional drying can be obtained by raising the processing 
temperature. 

In conclusion, a dry products heat exchanger with regeneration 
of a specific geometry has been evaluated as both a heat exchang
er and a dryer. For sorptive materials, such as those tested in this 
investigation, the two functions cannot be separated. The final 
design for any application must therefore be a trade-off between 
high regeneration efficiency and effective drying. 
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An Experimental Study of Heat Transfer 
and Film Cooling on Large-Scale Turbine 
Endwalls 

Experiments were conducted to determine the film cooling effectiveness and convective 
heat transfer coefficient distributions on the endwall of a large-scale turbine vane pas
sage. The vane test models employed simulated the passage geometry and upstream 
cooling slot geometry of a typical first stage turbine. The test models were constructed of 
low thermal conductivity foam and foil heaters. The tests were conducted at a typical 
engine Reynolds number but at lower than typical Mach numbers. The film cooling ef
fectiveness distribution for the entire endwall and the heat transfer distribution for the 
downstream one-half of the endwall were characterized by large gapwise variations 
which were attributed to a secondary flow vortex. 

Introduction 

In future gas turbine engines, which will employ maximum tur
bine inlet temperatures to achieve high cycle efficiencies and 
power, the components subjected to these high temperatures must 
be cooled. Since the total amount of cooling air required must be 
minimized to achieve the maximum cycle and turbine efficiency 
benefits of the high turbine inlet temperature, the heat transfer 
systems for these components must be highly sophisticated. Devel
opment of the required heat transfer design systems requires 
knowledge of the mechanisms influencing the heat transfer. 

Previous aerodynamic studies have shown that large secondary 
flows occur within turbine blade (or vane) passages. These secon
dary flows take the form of streamwise vortices of differing kinds, 
which alter the primary flow through the blade passages. The 
amount of heat transferred to the endwall of a turbine is expected 
to depend strongly on the various secondary flows which occur in 
the blade (or vane) passages. At least three mechanisms exist for 
producing these secondary flows. The turning of the mainstream 
flow as it passes through the blade (or vane) passage produces 
cross-channel flow near the endwall from the pressure surface of 
one blade to the suction surface of an adjacent blade. This flow is 
turned away from the endwall at the suction surface and rolls up to 
form a passage vortex in the corner formed by the endwall and suc
tion surface. A second source of secondary flow occurs when there 
is clearance between the blade (or vane) tip and endwall. This 
clearance causes tip leakage flow, which tends to form a vortex in 

the same location as the passage vortex, but with swirl in the oppo
site direction. A third source of secondary flow is the relative mo
tion between a blade tip and endwall. For a turbine the endwall 
moves toward the suction surface of the blades and, at sufficiently 
high rotation speeds, a scraping vortex is formed along the suction 
surface with swirl in the same direction as the passage vortex. All 
of these secondary flows have been observed in flow visualization 
studies by Allen and Kofskey [l]1 and Herzig, et al. [2]. The rela
tive strengths of the secondary flows depend on turbine design and 
operating conditions. 

The present study was restricted to investigating phenomena as
sociated with the first source, that is, the cross-channel flow and 
the resulting corner vortex. This experimental investigation was 
directed toward obtaining a greater understanding of the mecha
nisms governing the film cooling of and the heat transfer to the 
endwall of turbines by obtaining local film effectiveness and heat 
transfer coefficients on a large-scale model of a typical turbine 
vane passage. Although the results obtained from the present in
vestigation are strictly applicable only to the endwall region be
tween vanes, the same basic heat transfer mechanisms are expect
ed to be involved in the rotor case. 

Description of Test Equipment 
Two vane passage test sections were employed in the present in

vestigation: one with rounded leading edges and the other with 
sharp leading edges. A scale drawing of the vane passage test sec
tions is presented in Fig. 1. The rounded leading edge passage was 
constructed to simulate a typical first stage turbine vane. Suction 
and pressure surface static pressure distributions, which simulate 
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typical vane flow conditions, are obtained by adjusting both the 
exit tailboards (which set the mean exit angle of the flow and the 
passage back pressure) and the leading edge flow adjustment slots. 
To simulate endwall film cooling, coolant air was injected through 
a slot located in the vertical wall immediately upstream of the 
leading edge plane. Bleed slots, located on the upper and lower 
horizontal surfaces of the upstream duct and on the vertical wall 
immediately upstream of the coolant injection slot, were used for 
removing boundary layer flow from these surfaces. The sharp lead
ing edge vane passage was designed to eliminate the secondary 
flows generated in the immediate region of the leading edge and 
differs from the rounded leading edge passage only in the immedi
ate region of the leading edge. Results from tests with this configu
ration provide information regarding the influence of these leading 
edge generated secondary flows on the endwall heat transfer and 
data for evaluating analytical procedures being developed at 
UARL for predicting the endwall heat transfer in turbine vane 
passages. 

All tests were conducted in the vane passage wind tunnel, shown 
schematically in Fig. 2. This tunnel is a large-scale, low-speed, con
tinuous flow wind tunnel designed to permit detailed study of the 
flow in simulated turbine vane passages. Immediately downstream 
of the blower the air flows through a honeycomb section and three 
screens in order to reduce turbulence and to obtain a uniform ve
locity distribution. The widths of the test section and the up
stream duct are 20 in.; the height of the upstream duct is 8.25 in. 

The adiabatic endwall assembly, which was used in the film 
cooling effectiveness tests, was fabricated by casting a l-in.-thick 
rigid urethane foam layer on a Micarta backing plate. By using a 
material with such a low thermal conductivity (k = 0.02 Btu/hr °F 
ft), local surface temperatures very close to the true local adiabatic 
wall recovery values were achieved. The test surface extended from 
an upstream injection slot to the vane trailing-edge line across the 
entire vane gap. A coolant plenum provided uniform flow along the 
entire injection slot. The endwall test region was instrumented 
with 96 chromel-alumel thermocouples, 60 of which were located 
in the upstream 1/3 of the test surface, where the largest local tem
perature gradients were anticipated. 

Local convective heat transfer rates on the endwall of the vane 
passages were determined by measuring the power required to 
maintain thermally isolated segments of a plate assembly at an iso
thermal level in excess of the mainstream temperature. A cross-
sectional sketch of the endwall showing the details of the endwall 
construction and the heater installation is presented in Fig. 3. The 
basic structure of the endwall consists of rigid urethane foam 
backed by a printed circuit board. Heater elements, consisting of a 
thin etched foil with Kapton substrate (0.008-in. thick), were at
tached to the foam. Copper segments (0.032-in. thick), attached to 
the heater elements, promote an even distribution of surface tem
perature and form the surface in direct contact with the airstream. 
The small gaps (0.020 in.) between the copper segments were filled 
with a low thermal conductivity foam adhesive (k = 0.1 Btu/hr °F 
ft). The endwall was painted with carbon black paint to obtain a 
surface with an emissivity approximately equal to one. Power was 
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supplied to the individual foil heaters through copper coated steel 
rods, which were welded to the power tabs of the heaters and sol
dered to their respective tracks on the printed circuit board. These 
tracks led to connectors that were wired to a bank of individual 
constant voltage power supplies. Chromel-alumel thermocouples, 
mounted in each copper surface block, were used to monitor the 
plate surface temperature distribution. For all heat transfer tests 
described herein, each heater was adjusted until all were at a uni
form temperature level. When the adjustments for individual heat
er power were completed, the power dissipated in each heater was 
measured. Because of the thermal isolation of the heater segments, 
the heater power was essentially a direct measure of the local con
vective and radiative heat transfer rate. The radiative heat flux 
from the test surface was calculated for a surface emissivity as
sumed equal to one and was subtracted from the total power to de
termine the convective heat transfer rate. The endwall test surface 
was divided into a mosaic pattern (Fig. 4) for which foil heaters 
were designed and fabricated. The density of the elements was 

• N o m e n c l a t u r e . 

Cp = pressure coefficient, (P - P,_,)/qe, 
dimensionless 

h = convective heat transfer coeffi
cient, Btu/s sq ft °F 

M = blowing parameter, pcUc/p,.U,,, 
dimensionless 

P = static pressure, lb;/sq ft 
q = dynamic pressure, peUe

2/2g, 
lb r /sqft 

Re = axial chord Reynolds number, 
U„Cx/ve 

Re, = 

S 

s, 
T 
U 

Ux-
x' 

Reynolds number based on dis
tance from boundary layer origin, 
Uex/ve, dimensionless 

slot characteristic dimension, ft 
Stanton number, h/(peUeCp), di

mensionless 
temperature, °R 
velocity, ft/s 
local velocity at location x', ft/s 
distance along curved locus (Figs. 

6, 7), ft 
JJ = effectiveness parameter, (Te -

Taw)/(Te - Tc), dimensionless 

Subscripts 

aw = adiabatic wall 
c = coolant 
e = free-stream value upstream of the 

leading edge 
w = nonadiabatic wall 
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maximized in regions of the endwall where the greatest spacial 
variations of heat transfer were anticipated. These include the re
gions near both the suction and pressure surfaces and the mid-
chord region across the entire gap. Guard heaters fit against the 
ends of the vane suction and pressure surfaces and prevented heat 
loss by conduction from the rows of heaters in the suction and 
pressure corners. 

Discussion of Tests and Results 
Endwall film cooling effectiveness and heat transfer distribu

tions were obtained for several coolant flow conditions and for the 
two leading edge geometries, i.e., (a) film cooling effectiveness dis
tributions were determined for the rounded-leading-edge configu
ration with three coolant injection rates, (b) heat transfer distribu
tions were measured for the rounded-leading-edge configuration 
with both natural and forced endwall boundary layer transition 
and with upstream coolant injection, and (c) the heat transfer dis
tribution was measured for the sharp-leading-edge configuration 
with forced endwall boundary layer transition. 

The static pressure distributions measured on the vane surfaces 
for these tests are presented in Fig. 5. In addition, the presence of 
endwall cross-channel secondary flow, such as described in the in
troduction, was confirmed through the use of ink-streak flow visu
alization. 

Endwall adiabatic film cooling effectiveness distributions associ
ated with upstream coolant injection were determined for a range 
of coolant flows using the adiabatic endwall assembly described 
previously. Wall temperature distributions were measured for the 
rounded-leading-edge configuration at three coolant flow rates (M 
= pcUJpeUe = 0.5, 0.75, and 1.0). The results for M = 0.75 are 
presented in Fig. 6 in terms of the standard film cooling effective
ness parameter, tj = (Te - Tau,)/(Te — Tc). Included in Fig. 6 is a 
diagram of the upstream injection slot. Iso-effectiveness contours 
were constructed from the data by linear interpolation between 
the endwall thermocouple locations. For all cases, the upstream ve
locity was 94 fps and the free-stream temperature was 98 °F. 
These conditions resulted in an axial chord Reynolds number, 
Reaxial chord = 4.6 X 105, which is typical of current gas turbine en
gines. The coolant injection temperature for all cases was 70 °F. 
For M = 0.75 the Reynolds number based on slot height was 2250 
and the slot flow was probably transitional. The principal charac
teristic of the film cooling distributions was that the effectiveness 
showed extreme variations across the vane gap. Secondary flow on 
the endwall moving from the pressure-surface corner toward the 
suction surface evidently sweeps the slot coolant across the chan
nel, resulting in greatly extended cooling near the suction corner 
and reduced cooling near the pressure corner. The extent of end-
wall cooling increases somewhat with increasing coolant mass flow. 

Film cooling effectiveness values for all three injection rates are 
compared with the results of a previous accelerated flow film cool-
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ing study by Hartnett, Birkebak, and Eckert [3] in Fig. 7. Hart
nett, et al., employed a similar coolant slot and a flat plate along 
which various flow accelerations were imposed by means of wall 
contours. For the present study, the distance from the slot (x)' was 
determined along the curved channel loci labeled in Fig. 6. An ap
proximate value of the local velocity (Ux>) along the near suction, 
near pressure, and midchannel loci was determined from the local 
static pressure measured on the vane suction and pressure surfaces 
and from an average of the two local pressures, respectively. This 
method for determining the approximate local velocity (Ux>) is be
lieved to be sufficiently accurate for the present comparison be
cause the acceleration correction of Hartnett, et al., is relatively 
small and because the majority of the data are located near the 
leading edge, where little flow acceleration has occurred. The ef
fectiveness values recorded midway between the suction and pres
sure surface of all three injection rates agree Within ±20 percent of 
the correlation of Hartnett, et al., from the coolant slot location to 
a value of x'/MS = 150. Data recorded along a locus near the pres
sure surface show a more rapid decrease in the film effectiveness 
with increasing value of x'/MS than occurred at midgap. The ef
fectiveness results recorded near the suction surface are as much 
as 50 percent greater than the correlation of Hartnett, et a l , at x'I 
MS ~ 130. One explanation of the higher film cooling effectiveness 
near the suction corner is that a concentration of coolant resulted 
at this location from the endwall secondary flow. It is less likely 
that curved wall boundary layer effects, such as might be expected 
on the pressure and suction surfaces, produced the endwall effec
tiveness variations, because the coolant film was on the surface 
perpendicular to the curved walls. The results of this comparison 
demonstrate the failure of presently available correlations of film 
cooling effectiveness to predict adequately the extreme gapwise ef
fectiveness variations that occur on turbine end walls. 

Endwall heat transfer distributions were measured with the 
heated, segmented endwall assembly described previously. For all 

Fig. 6 Effectiveness distribution for rounded-leading-edge configuration 

tests the upstream velocity was 94 fps and the free-stream temper
ature was 92° F. The heated, segmented flat plate was adjusted to 
an operating temperature of 126°F. Results for the endwall heat 
transfer tests are presented in the form of the dimensionless Stan
ton number, S( = h/peUecp. Contours of constant Stanton number 
were constructed by drawing dividing boundaries between regions 
of elemental heaters that measured heat transfer larger and small
er than the contour in question. The endwall heat transfer distri
bution measured for the rounded-leading-edge configuration with 
a smooth endwall surface and no coolant injection is presented in 
Fig. 8. The distribution shows a rapid decrease in Stanton number 
immediately downstream of the coolant injection slot in the mid-
gap region. In this region the heat transfer coefficients measured 
along the midgap locus agree with a correlation for zero pressure 
gradient laminar flow. Comparison of the results of the present 
study to zero pressure gradient data in the midgap leading-edge 
region is considered valid because little flow acceleration occurred 
from the leading edge to this chordwise location. From this com
parison it was concluded that the endwall boundary layer re
mained laminar for at least 2 in. downstream of the injection slot 
for the case of no coolant injection. An additional result (Fig. 8) is 
that, in the leading-edge region of this configuration, the heat 
transfer is greater near the leading edges of both the suction and 
pressure surfaces than in the midgap region. This increase in heat 
transfer probably results from the leading edge vortex that is 
formed at the intersection of the blade leading edge and the end-
wall and distorts the local endwall boundary layer. The rapid in
crease to much higher measured heat transfer coefficients fol
lowing the upstream third of the test section indicates that the 
endwall boundary layer underwent transition to turbulent flow 
within this region. For intermediate axial chord stations, the lines 
of constant endwall transfer are approximately straight and per
pendicular to the vane surfaces, indicating that the passage secon
dary flows are not strongly influencing the endwall heat transfer in 
this region. The heat transfer distribution for the downstream 1/3 
of the test surface is marked by extreme gapwise variations and a 
region of maximum heat transfer; Stanton numbers in this region 
are 33 percent greater than those measured at the leading edge of 
the endwall test surface. The region of maximum heat transfer ex
tended downstream from about the 2/3 chordal point on the sue-
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Fig. 8 Heat transfer distribution for rounded-leading-edge configuration 
with no coolant injection and natural transition 

tion surface to approximately midgap at the vane trailing-edge 
line. This region of maximum heat transfer is believed to corre
spond approximately to the location of the periphery of the corner 
vortex, the increased heat transfer probably resulting from the 
transport of free-stream fluid toward the endwall by the vortex. 

The endwall heat transfer distribution was also determined for 
the rounded-leading-edge configuration with no coolant injection 
and a 0.035-in.-dia trip wire located on the endwall surface along 
the leading-edge line. The objective of this test was to alter the 
location of endwall boundary layer transition from the smooth 
endwall case and determine the resulting effects on the heat trans
fer distribution. The decrease in heat transfer immediately down
stream of the injection slot was less rapid for this case than for the 
smooth endwall configuration, and the coefficients measured along 
a midgap locus agree reasonably well with a zero pressure gradient 
correlation for fully turbulent flow. The differences between the 
heat transfer for the smooth endwall and for the endwall with the 
trip wire installed indicate that the endwall boundary layer was 
successfully forced to transit at the wire. As with the smooth end-
wall rounded leading edge case, there is a local region of increased 
heat transfer near the suction leading edge. No corresponding re
gion of increased heat transfer was observed near the pressure sur
face leading edge for this configuration. The heat transfer distribu
tion for the downstream two thirds of the test surface was identical 
for both the smooth endwall configuration and the configuration 
with trip wire installed. 

The endwall heat transfer distribution was also measured for the 
rounded-leading-edge configuration with a coolant injection rate of 
M = pcUc//>eUe = 0.75. For this case the trip wire was removed. 
The coolant injection temperature was set equal to the free-stream 
temperature of 92°F to isolate the effect of local wall recovery 
temperature distribution from the effect of the endwall boundary 
layer on the heat transfer. The coefficients determined in the lead
ing-edge region for the coolant injection case were slightly less 
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than those for the forced transition case except in the region im
mediately downstream of the injection slot where the heat transfer 
for the injection case was larger. The similarity between the heat 
transfer distributions measured for the forced transition case and 
for the injected coolant case indicates that both were turbulent 
and that the coolant must have acted to promote transition in the 
endwall boundary layer. The somewhat reduced heat transfer coef
ficients for the coolant injection case probably resulted from the 
injected coolant increasing the thickness of the endwall boundary 
layer to a value greater than that for the uncooled forced transition 
case. The higher heat transfer measured immediately downstream 
of the slot with coolant injection is believed to be a local effect 
noted in previous film cooling investigations (e.g., [3]). No region 
of increased heat transfer was observed near the leading edge of ei
ther suction or pressure surfaces for this configuration. The heat 
transfer distribution for the middle 1/3 of the test surface was es
sentially unchanged from the previous two rounded-leading-edge 
cases. The coefficients measured in the region of maximum heat 
transfer near the trailing edge were approximately 10 percent less 
than those recorded for the two uncooled rounded-leading-edge 
cases. However, the location of the region of maximum heat trans
fer appeared to be essentially unchanged. These results suggest 
that the character of the corner vortex was not affected significant
ly by the coolant film. 

The endwall heat transfer distribution determined for the 
sharp-leading-edge configuration is presented in Fig. 9. For this 
case, a 0.035-in.-dia trip wire was located on the endwall at the 
leading-edge line. The heat transfer distribution for this case was 
very similar to that measured for the rounded-leading-edge config
uration with forced transition with the exception of the leading-
edge region. For the sharp-leading-edge case, no increase in heat 
transfer near the suction and pressure surface leading edges, which 
could be attributed to leading-edge vortices, was present. The re
sults for all the flow conditions investigated may be obtained from 
reference [4]. 

Fig. 9 Heat transfer distribution for sharp-leading edge configuration with 
no coolant injection and forced transition 
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Comparison of Measured Heat Transfer With Predictions. 
The endwall heat transfer distribution measured for the rounded-
leading-edge configuration with no coolant injection and forced 
transition at the leading edge was compared to the heat flux pre
dicted by the two-dimensional boundary layer calculation proce
dure of reference [5]. Heat transfer predictions were calculated for 
the following three pressure distributions external to a two-dimen
sional boundary layer: (1) the measured vane suction surface static 
pressure distribution, (2) the measured vane pressure surface stat
ic pressure distribution, and (3) a static pressure distribution ob
tained by gapwise averaging of the measured pressure and suction 
surface pressure distributions. These pressure distributions are 
presented in Fig. 5 and the resulting heat transfer predictions in 
Fig. 10. For these calculations the boundary layer transition oc
curred at the streamwise location of the endwall trip wire. The 
heat transfer distributions predicted by the two-dimensional 
boundary layer procedure for both the suction surface and gapwise 
averaged static pressure distributions are as much as 50 and 100 
percent higher than the measured gapwise averaged values. Al
though the gapwise averaged measured heat transfer coefficients 
agree along the entire chord within ±17 percent of the values cal
culated by the procedure for the pressure surface static pressure 
distribution, this agreement should be viewed with caution until 
more extensive comparisons can be conducted. The inability of the 
two-dimensional procedure to predict the extreme gapwise varia
tions present along the chord (e.g., at the trailing edge hmsxJhmm « 
2) is, of course, evident. 

Conclusion 
The conclusion from the foregoing results was that the vane pas

sage endwall heat transfer is strongly influenced by the existence 
of the large vortex located in the corner between the endwall and 
the suction surfaces which produces large variations of heat trans
fer across the vane gap in the trailing edge region. The limited re
sults of this study also show that the influence of this corner vortex 
is relatively unaffected by the location of endwall boundary layer 
transition or the existence of a coolant film injected upstream of 
the vane leading-edge line. 
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The Diffusion Stratification 
Effect in Bunsen Flames 
The thermal diffusion flame model for a bimolecular reaction under stoichiometry condi
tions of the fresh mixture was examined. The structure of the flame tip of the Bunsen 
cone was studied. A local breakdown in the stoichiometry in the vicinity of the reaction 
zone was found such that the light component is always insufficient. For Lewis'numbers 
greater than unity, the flame front is continuous. The temperature at the exit from the 
reaction zone exceeds the adiabatic temperature of the combustion products. For a Lewis 
number of the light component less than unity, either a flame with a continuous front, 
the temperature of which is less than the adiabatic temperature, or a flame with an ex
posed tip is possible. The problem is solved on the assumption of a strong temperature 
dependence of the reaction rate. 

1 Introduct ion 

A Bunsen burner, in general, is a tube into which an explosive 
mixture of gases is introduced. This mixture is ignited at the 
open end of the tube and the flame obtained takes on a form sim
ilar to a conic surface. 

In the flame, it is generally possible to distinguish two zones— 
the internal cone and an external mantle, the so-called external 
cone. In the internal cone the combustion of the original mixture 
takes place. If the mixture contains a surplus of the combustible, 
the burning in the internal cone does not bring about a complete 
combustion, and the unburnt part is oxidized by atmospheric 
oxygen in the external cone which represents a diffusion flame. 
This secondary process of combustion in the external cone will 
not be discussed here. The existence of such an external cone in 
the Bunsen burner is not necessary. If the combustion mixture is 
placed in a pipe with no admission of air the unburnt gas of the 
internal cone has nothing to burn in, the external cone disap
pears, and we observe only a stable and very luminous internal 
cone. A sole internal cone is also observed if a mixture with a sur
plus of oxygen is blown into the burner [I].1 We shall examine the 
flame front at distances close to the tip of this cone. 

In the present work we examine a flame of a very simple chem
ical reaction of the type 

M, M2 — combus t ion produc ts (1) 

We shall assume that the concentrations of both components in 
the oncoming flow of the fresh mixture are equal, that is, accord
ing to (1), the condition of a stoichiometric mixture is fulfilled. 
Hence, in the case of flat steady-state (normal) flame propaga
tion, the reaction is limited by both mixture components. In 

1 Numbers in brackets designate References at end of paper. 
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curved flames which we obtain in a Bunsen burner, the condition 
of stoichiometry in the oncoming flow is not yet sufficient for stoi
chiometry of the mixture in the vicinity of the reaction zone. Var
ious diffusion properties of the reacting components may lead to a 
breakdown in the stoichiometry on approaching the reaction zone. 

The first indication of such type of effect appeared in 1914 in 
the experiments of Bubnoff [2] in which the combustion products 
collected at the top of the flame of a previously mixed mixture of 
benzene and ether with air correspond to richer composition than 
the products taken from the side of the flame. Haber [2] further 
established that for hydrogen-air mixtures, samples taken at 
flame tips correspond to leaner mixtures than for samples taken 
from the sides. On the basis of these results, Haber concluded 
that the heavier component of the mixture always tends towards 
the tip of the flame, that is, the component having the greater 
diffusion coefficient (either the fuel or the oxidant) is always in
sufficient. 

As is known, a flame is a reaction wave propagating relative to 
the gas with some velocity. In this wave, diffusion and heat trans
fer processes occur accompanied by the evolution of chemical en
ergy in the form of heat as well as by thermal expansion of the 
gas. 

For flat, steady-state (normal) flame propagation, combustion 
at the flame front is characterized by the adiabatic temperature 
of the combustion products 1\. Here the only characteristic di
mension outside the reaction zone is the width of the preheating 
zone (r. The propagation of a curved flame, generally speaking, is 
accompanied by change in the temperature along the flame front 
and, consequently, by sharp change in the chemical reaction rate 
due to a large value for E/R°Ti,. 

As shown in the following, the characteristic distance from the 
symmetry axis at which the front curvature begins to have a sig
nificant effect on the change in the velocity of flame propagation 
is (E/R0Tb)lT, which substantially exceeds the thermal structure 
of the flame. 

In order to simplify the problem and clarify the role of diffusion 
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and thermal conductivity,2 we proceed from a flame model not 
taking into consideration thermal expansion of the gas, that is, 
we shall consider the density everywhere to be constant. Then, 
change in temperature will not affect the gas stream which will 
be considered a flow of constant velocity. Thus, the proposed 
purely thermal diffusion model does not describe the refraction of 
the streamlines at the flame front and related effects. A general 
view of the Bunsen cone flame with a continuous front is depicted 
in Fig. 1. 

On the basis of the simplification made, the flame will be de
scribed fully by a system of diffusion equations for each reaction 
component of the gas and thermal conductivity equation. 

For the case of cylindrical symmetry, this system of equations 
for the appropriate selection of dimensionless variables takes the 
form: 

Equation for the diffusion of component M, (i = I, 2): 

1 9C, 1 1 ac. 
s in a '<)<. 

Thermal conductivity equation: 

I dT 1 d . i)T 
—. —- = (rii -— 
sin a dz r dr dr 

3 , £ C j , _JL_ 3 
W (2) 

d , dT 
) + ( l - e ) W (3) 

Here, 1/sino is the ratio of the velocity of the oncoming flow 
(from 2 = - » ) to the normal flame velocity U, a is the angle of 
inclination of the flame front surface to the symmetry axis as z -» 
- ° ° , and t is the ratio of the temperature of the fresh mixture T0 

to the adiabatic temperature of the combustion products Tb. The 
velocity of the chemical reaction W is given by the Arrhenius 
equation 

W = AZ(T)N3CXC2 exp N( l - — ) (4) 

Here, A is a dimensionless constant defined by the parameters 
for normal (flat, steady-state) flame propagation 

A = 2ZbC(lP-1Kbcp-
iU-2N-3 exp (^V) (5) 

2 The following is a description of the flame using the Shvab-Zeldovich 
approach which excludes the effects of thermo-diffusion, diffusion thermal 
conductivity and barodiffusion [3J. This approach is justified if, for exam
ple, it is supposed that the reacting components M, are only small addi
tions to some "inert" gas Mo- In this case the mutual diffusion of the 
reacting components may also be neglected. The diffusion coefficient will 
be determined only by the binary diffusion of the components Mi and Mo. 
The lighter of the reacting components will have a higher diffusion coeffi
cient (greater mobility) and therefore a smaller Lewis number. 

Fig, 1 Continuous flame front (the arrows indicate the direction of gas 
flow) 

Zt, is the frequency factor at temperature Tb, Co is the concentra
tion of component Mi in the fresh mixture, and N is the dimen
sionless activation energy defined as E/R°Tb. 

In the theory for thermal flame propagation, it is always taken 
for granted that N 2> 1, that is, that there is a strong tempera
ture dependence of the reaction rate. Then, as will be shown in 
Section 4, constant A is on the order of unity relative to l / N 
while reaction zone width is on the order of l / N relative to It. 
Thus, velocity U is on the order of N - 3 ' 2 exp - ^ N relative to 
velocity for zero activation energy.3 

In the oncoming flow, the temperature To is so low that there is 
practically no reaction, the reactant concentration do not change 
and remain equal to C'o. 

As already noted, in a curved flame the condition of the limita
tion of the reaction by two components may turn out to be too 
strong. Therefore, we shall assume that the reaction is limited by 
the component Mi the concentration of which Cj becomes zero at 
the exit from the reaction zone. The concentration C'2 of compo
nent M2 generally speaking, does not become zero at the exit 

3 On the application of asymptotic methods to the theory offlames with 
high activation energies, see also [4-6j. 

. N o m e n c l a t u r e . 

A = 
C, = 

Co = 

E = 
G = 
I = 

h, = 

IT = 

M, = 
N = 

R° 

defined in (5) 
dimensionless concentration of M,, 

referred to C0 

concentration reactants in the fresh 
mixture 

specific heat at constant pressure 
activation energy 
defined in (12) 
defined in (27) 
Lewis number of component M, 

( = Kii/pbDbiCp) 

perheating zone width 
( = Kb/phUbCp) 

= chemical symbol 
= dimensionless activation energy 

(= E/R°Tb) 
= intensity of the concentrated source 
= universal gas constant 

radial coordinate, 
R = defined in (11) 
r = dimensionless 

referred to lT 

S, = defined in (46) 
T = dimensionless temperature, referred 

toT„ 
Ti, = adiabatic temperature of the com

bustion products 
To = temperature of the fresh mixture 
U = normal flame velocity relative to the 

burned gas 
W = defined in (14) 
Y = defined in (45) 
Z = dimensionless 

referred to Zb 
Zt, - frequency factor at temperature Tb 

z - dimensionless vertical coordinate, 
referred to lT 

frequency factor, 

Dbi = diffusion coefficient at temperature 

a = angle of inclination of the surface of 
the cone to the symmetry axis 

5 = Dirac function 
t = To/Tb ratio 
V = defined in (2.4) 
8 = defined in (4.5) 
K = dimensionless coefficient of thermal 

conductivity, referred to K& 

K„ = coefficient of thermal conductivity 
at temperature Tb 

A = defined in (2.26) 
£ = defined in (2.25) 
p = density of the gas mixture 

<f' = defined in (2.5) 
<t> = flame front surface 
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from the reaction zone and the temperature is not equal to the 
adiabatic temperature of the combustion products TV However, 
in the combustion product regions sufficiently far away from the 
front tip, these temperature and concentration perturbations 
arising from curvature of the front should dissipate inevitably. 
Thus, as z -* + «> concentration C'2, the unreacted portion of 
component Mi also becomes zero and the temperature of the 
reaction products assumes the value 7V 

In dimensionless variables, the conditions presented have the 
following form: 

T(-<*=, r) = e; C;(-«>, r ) = 1 

r ( + » , r ) = 1; C,.(+°°, r ) = 0 
} (6) 

1 a 1 dC, 1 n DC,. a , 1 „ dC, K H 

+ Gt)^k + - J - c f ) = - JT+!?w(i]) (13) 
a?; s in a ' ' 

We shall seek the values for C, T, Q, and G in the form of the 
following asymptotic expansions in 1/iV 

C ^ C ' + ^ Q 1 

G = G0 + —Gt + Q = Q„ 

Furthermore, we assume that for IJ > 0 

N 

1 
N 7Q1 + 

} (14) 

2 Der ivat ion of the Equat ion for the F l a m e Front 
Surface 

The major release of heat resulting from the chemical reaction 
is concentrated in the vicinity of a certain surface known as the 
flame front. 

As the reaction zone width is of the order l/N relative to the 
width of the preheating zone, the reaction zone should be consid
ered a concentrated source, at distances from the front of many 
large l /N. Thus, in equations (2) and (3), the reaction rate W 
may be substituted by the corresponding surface 6-function of 
some intensity Q. 

W - Qjl + ((14>/(lr)2 • 5(z - (l>(r)) m 
where z = <t>(r) is the equation for the flame front surface. 

Condition (7) is equivalent to the following conditions for a 
jump of the heat and material fluxes at z'= (j>(r) 

lialT/dn] -(1 -e)Q; 
dC^ 
du = Q (8) 

(d/dn indicates the derivative with respect to the normal to the 
front surface z = 0(r)). 

As will be shown, as the result of an examination of the struc
ture of the reaction zone (Section 4), in the zero-order approxima
tion in l / N for the intensity Q, the following representation holds 

Q ^¥r; ~C2 e x p - | i V ( r - l ) 

w h e r e T - 1 ~ C2 

z = <P(r) 

l / N (9) 

^ U 1; C, C»» = 0 (15) 

In the zero-order approximation in l /N, the system of equa
tions (12) and (13) reduces to a system of equations for quasi one-
dimensional flame propagation. The solutions of the latter taking 
into account conditions (14) and (15) may be represented in the 
form 

1 
•(T° -

s in a 

7 ' °= 1 

H e r e , K° = K(T!I) 

C,° = 1 ^ (-

0 = (i + c.V ^ 

S-fi 

for 77 < 0 

for n > 0 
(16) 

(17) 

Subsequently, integrating equation (12) in the vicinity of the 
point i) = 0, and taking into account the solution (16), in the 
zero-order approximation in l /N, we have 

1 
s in 2 a ( l + G0

2) 

in which, according to (9) 

1 

= Q 
2 . 7? = 0 

Qoz = U 2L. 
(1 - e)C2

1l exp 7 1 ; 77 = 0 

(18) 

(19) 

In order to obtain another two equations relating to CV(0,#) 
and 7'1(0,/f) with Go(R), we must go to the next approximation 
in l/N. 

For )j > 0 in the first approximation in l /N, it follows from 
equation (12) that 

In our subsequent examination, it is convenient to study the 
problem in the (r,r\) coordinate system related to the flame front 
surface 

77 = z - 4>(r) (10) 

As we expect that the characteristic distance from the symme
try axis at which the curvature of the flame front begins to have a 
substantial effect on the "processes in the combustion zone is on 
the order of M r , then it will be convenient to introduce the fol
lowing transformation 

>• = NR; 4>{r) = N$(R) (11) 

The correctness of the scales of stretching selected will be veri
fied a posteriori through the requirements of asymptotic matching 
principle. 

In conjunction with (7) to (11), the set (2) and (3) becomes 

1 a dT 1 ar. a i ar 
(-ft* 7^7 ~ -XiRK —) + —(—KG — NR t)R ifq N dR 

1 

a?, •dR 
• K ( 1 + G2) ar 

a/; 

+ ^TT.T) = (1 - e)/V7~GTQ5(v) (12) 

whe re G = d$/dR 

1 37^ _ d T 
s in a{\ + G0

2) dt] ~~ Hif 
(20) 

The only solution of equation (20) which matches with the so
lution of the corresponding outer problem4 as 1} — <=» has the form 

THV,R) = THO, R) 

c2Hv,R) = C2\O,R) 

(21) 

(22) 

Henceforward, we shall proceed from a linear combination of 
equations (12) and (13) constructed according to the following 
scheme, (12) + (1 - e) (13): 

1 a r a , 
77„ ~^R\KG —\I 
NR isR 37] 

J l ! c . ) _ J L _ f L ( r + L 
L, ' iV 3 iT I 

- [ V 

-c,)\ 

-(T-1+ (1 - e ) C ( ) + (1 + G*)K~(T 

4 This outer solution, the characteristic varible of which is iV2rj, provides 
for dissipation of temperature and concentration perturbations and, thus, 
satisfaction of the boundary condition (6) as z -* ™. 
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i ^ ! c ) _ J L G ^ ( r + l ^ c ) j ( 2 3 ) 

We integrate (23) with respect to rj from - °° to 0 

we have an additional condition for equation (33) 

0 1 '1 > 
(34) 

M«<>s<^^---<' N dR 

7(0 , fl) - ! + . ( ! -€)C,-(0,/e) 
s in a 

- J K ( 7 ' ( 0 , f l ) ) G ^ [ r ( 0 , J J ) + ^ • C l ( 0 , . R ) | + (1 

G2)K(T(0, R)) 
<)T(+Q,R) 1 - e , aC,(+0, i?) 

3?) 
+ , , ( T ( 0 , f i ) ) 

L f d?) 
(24) 

Hence, in the first approximation in 1/iV we have 

R sR«fyG^<Tt 
L, 

= — f ( l ~e)cM0, R) + Tl(0,R)\ (25) 
s in a ' ' 

Thus, 7T1(0,/i>) and C,1(0,ft) may be found from the zero-order 
approximation of the problem. 

Employing (17) we proceed from integration with respect to 
variable >/ to integration with respect to T°. 

Relationship (25) transforms to 

- s in al(h,)jj j^RG0 = (1 - e)C i
1(0, R) + T\0, R) (26) 

It is apparent from (31) that | > 0 corresponds to the problem 
in which Li > 1 while | > 0 corresponds to the problem for Li < 
1. The case in which Lj = 1 corresponds to constant temperature 
at the front when the asymptotic treatment presented is unsuit
able. As R -* <*> (£ -» ± °°), the tlame front surface should go 
over to an ideal geometric cone. 
Hence, 

G0(fi = » ) = - 1 / t a n a (35) 

Condition (35) serves as a boundary condition for equation (33). 

3 Solut ions of Equat ion (33) and Their Phys ica l 
S igni f icance 

From boundary condition (35) it follows directly that as R -» °° 

, 1 d /(L2) - / ( L j ) 
-Xj ^ G „ - - ^ ^ - L cos a 

Then, on the basis of condition (34), we have that 

L2>L{ 

(36) 

(37) 

Thus, the known experimental fact that in a Bunsen flame the 
lighter component is always insufficient5 is correlated. 

On the basis of (37) it now follows from (28) that 

w h e r e TH0,R) > 0 for L, > 1 (38) 

'(L.) = / / ( * V ( f H ) L r , ) d (27) that is, the temperature at the flame front is higher than the adi-
abatic one 

As CiHO.fl) = 0, then relationships (18) and form a system of 
three equations for the determination of t,21(0,r?), Tl(0,R), and 
Go(R) 

(1 - e)C2Ho, R) = THO, R ) I ^ 0 ^ (28) 

THO, R) < 0 for Lj < 1 (39) 

that is, the temperature is lower than the adiabatic one. It will be 
convenient to conduct the subsequent examination in the (x,y) 
plane where 

1 d 

s inai tLj )^ J j « G 0 = -T1(0,i?) 
-- 2-s-l 

(29) 
•v = T 17sG f l ; v = s i n ^ a(l + G/) 

(It, 
(40) 

^ ^ L ^ =[1 + 4 k W ( L l > r i ( o , R)\ exp T!(0. R) 
sm 2 a ( l + Go2) 2hiI{hi) 

(30) 

The solution of equation (33) upon change in £ will pass 
through points on the curve on the (x,y) plane. 

Four cases corresponding to qualitatively different effects are 
possible: 

We in t roduce new t e r m s 

R = £ s in a i ( L , ) 

/(L2) - / ( L t ) 
2L 2 / (Li) 

A 

(31) 

(32) 

(a) A > 0, ,v < 0 

(b) - 1 < A < 0, .v 

Then, from (29) to (32) we easily obtain one differential nonlinear 
equation for 6'0 

(r) - ° ° < A 

id) -°° < x 

- 1 , -A exp( - — ) < sin"2 a, x > 0 

(41) 

i 1 + A , 
- 1 , -A exp( — ) 

A 
sin"2 a, x > 0 

1 1 1 d 
sin"2 a ( l + G,,2)"1 = (1 - A T - 7 r ^ G 0 ) exp ( - - -y^Go) (33) 

t, at, t at, 

As concentration may not take negative values, then from (26) 

\ / 

^ \ 0 

0 

, -v d 

c \ 

**~—-~£__\; 

Each of these cases corresponds to one of the curves of equation 
(41) on the (x,y) plane (see Fig. 2) and a region on the (Li,L2) 
plane (see Fig. 3). 

Point (0.1) in the (x,y) plane corresponds to the flame front 
surface infinitely far from the flame tip. Here, the front takes the 
form of an ideal cone. The flame goes over to the solution for nor
mal propagation relative to the gas. Combustion takes place at 
the front at the adiabatic temperature. Component Mi is deplet
ed completely in the reaction zone. 

In case (a), on approaching the flame tip, the temperature in 
the reaction increases monotonically along with the concentration 
of the unreacted portion of component M^. The reaction rate in-

Fig. 2 Trajectory of the solutions of equation (33) in the (x,y) plane 
(the arrows indicate the direction from the flame lip) 

5 This property of diffusion stratification is not general. For example, in 
the tlame of an inverted Bunsen cone when G'o(») = l/ tan«. the heavier 
component will be insufficient. 
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" Ll 

Fig. 3 Region of change of Lewis numbers corresponding to cases 
(a)~(d) 

creases along with the rate of flame propagation relative to the 
gas. The general view of the flame front surface is presented in 
Fig. 1. 

In case (b), on approaching the flame tip, the temperature in 
the reaction zone constantly decreases from the adiabatic temper
ature down to -<». The concentration of the unreacted portion of 
component M2 increases from zero to + °°. The flame front is bent 
such that flame velocity relative to the gas on approaching the tip 
falls to zero (see Fig. 4(5)). These properties of the flame which 
formally follow from equation (33) indicate the applicability of 
the asymptotic constructed only at a sufficient distance from the 
flame tip. Actually, in order for a flame to exist, the temperature 
reduction in the reaction zone may not exceed a certain value 
~Tt,2R°/E or the flame will be extinguished [7J. 

In case (c), as in case (b), on approaching the tip, the tempera
ture in the reaction zone drops monotonically. However, the 
flame bends at a distant sufficiently far from the tip such that 
the flame propagation temperature relative to the gas becomes 
more than normal. 

This effect is related to the onset of diffusion stratification 
which, despite the drop in temperature at the front, increases the 
reaction rate on account of an excess of the heavy component. 

Nevertheless, close to the tip, the temperature drop effect be
comes stronger. The flame velocity relative to the gas begins to 
decrease. At some place, the continuation of combustion becomes 
impossible and the flame disappears. This change in the combus
tion mode along the front is indicated by an inflection point on 
the front surface (Fig. 4(c)). 

In case (d), the diffusion stratification effect is so strong, that 
despite the drop in temperature at the front, the reaction rate 
nevertheless increases on approaching the tip. Hence, the front 
velocity relative to the gas also increases continuously. 

The front takes the form of a smooth continuous surface (Fig. 
4(d)) similar to the surface obtained in case (a). 

We note that for - » < A < - 1 we are able to go from a front 
with an exposed tip at high velocities to a continuous front at rel
atively low velocities only due to a change in the oncoming flow 
(i.e., angle a). 

It is interesting to note that conic flames with exposed tips are 
observed, for example, for hydrogen-air mixtures [8]. The disap
pearance of the flame at the tip occurs when the reaction is clear
ly limited by hydrogen, that is, the light component for which Li 
< 1 . 

Thus, under the conditions of stoichiometry of the fresh mix
ture and at high activation energy, the reaction rate is as sensi
tive to change in the composition of the mixture in the reaction 
zone, as to change in the temperature. The diffusion stratification 
effect always acts to increase the reaction rate and under some 
conditions, may repress the tendency to a reduction in the rate 
upon a drop in the temperature. The diffusion stratification effect 
appears only on components which limit the reaction under nor
mal flame propagation. If the condition of stoichiometry is not 
maintained in the oncoming flow of the fresh mixture, then a 

Fig. 4 Types of flame front surfaces for Li < 1 (the arrows indicate the 
direction of gas flow) 

change in the composition may also occur in the vicinity of the 
reaction zone in a curved flame. However, in this case, diffusion 
stratification cannot significantly affect the reaction rate.6 

Change in the flame velocity in this case will be determined only 
by the diffusion of the limiting component and the temperature. 
In the problem examined, this situation corresponds to the case 
in which Li = L2 (X = 0) when the bimolecular reaction becomes 
formally indistinguishable from a second order monomolecular 
reaction. 

This case of limiting the reaction by one of the components in
dependently of selective diffusion is of intrinsic importance. By 
computing the results for such a case it can be shown that if the 
Lewis number (L) of the limiting component is greater than 1 the 
flame front is not broken, whereas for L < 1 around the summit 
of the cone the flame is extinguished. 

4 Just i f icat ion of the Asymptot ic Formula (9) 
In order to conjugate the heat and material fluxes on both sides 

of the reaction zone, we employ the relationships 

vT + G„ 
dTQ(~0,R) 

3?? 

= (1 i)Jl + - g ^ - d -e)C2H0.R) exp - i - r ^O, R) (42) 

dCH~0,R) 

a?? 

- / = - 7 1 + -—-(1 -e)C2HQ,R)exp^TH0,R) (43) 

which are a consequence of conditions (6) and the proposed as
ymptotic (9). 

We shall show that (42) to (43) are rigorous consequences of the 
conditions for the matching of the asymptotic solutions corre
sponding to the structure of the reaction zone and with the as
ymptotic solutions outside of this zone. Thus, the correctness of 
(9) will be proven in the zero-order approximation in 1/A'. 

We shall proceed from a system of equations for diffusion and 
thermal conductivity with disperse heat and material sources. To 
this end, the concentrated source in equations (12) to (13) must 
again be replaced by the corresponding chemical reaction rate W 

% These propositions conform with the paper [9] which shows that the 
stability of the flame front in a multi-component mixture is fully deter
mined by the limiting component. But the case of a limiting reaction with 
two components is not discussed in [9J and, therefore, the question of the 
effect of selective diffusion on the stability of the flame remains open. 
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JTVUQ5(II) - W(Ch C2, T) (44) 

As we presume that the reaction zone width is of the order of 
1/N relative to the preheating zone width, then we take as the 
characteristic variable for the region of the reaction zone 

Y = vN (45) 

In this region, the asymptotic expansions for temperature, con
centration, and the constant A are sought in the form 

T = 1 + —e(Y,R) + 
A' 

C, = -JFS,(Y,R) (46) 

Then, from system (12) to (13) taking into account (44) to (46) for 
the zero'th approximation in 1/iV in the reaction zone region, we 
have 

(1 + G0
2) ^ | + (1 - e)A0SlS2 exp 9 = 0 (47) 

dY2 

1 a2 

^ • ( 1 + G„2) 2̂  ^ 1 
0 ' a y 2 ^ 0 ° t ° 2 y40S,S2 exp 0 = 0 

d'S. 
L, 

(1 + G/)-^f -A^SiSi -exp 6 = 0 

(48) 

(49) 

(1 + G0
2) ve . A0L,L. 

0 > g F 2 
l ia . ^ i 1 - e 

( 1 - e ) 
(T1 - 9)(T + — C2

J - 9) exp 0 
l j 2 

(58) 

Hence, on the basis of (50) 

2A°L1L, 

^ + G^w^' = -£S^tQTt-e){Tl + 1-iLctl 

- 9) exp MQ (59) 

T h u s , 

%Q(,-<*>,R)} _ 2A°L,1L,2 exp T1 

dY ' ~ ( 1 - e ) 
(1 + G „ 2 ) ( = ^ = ±"_£ i^yLi_j- (-*)(^C 1 " € „ , 

2v40LiL2 „ ! , „ , 1 - e , 
- - 1—*• exp T'(2 + - = — ' 

1 - € 1 J 2 

•z) exp zdz = ^iL-iii±2. exp Tx(2 + ^-^C^) (60) 

For normal flame propagation, 

3T° ( -0 , i ? ) 
G„ = 0 , 

9 F 
= i - e , rHo.i?) = C2HO,R) = o (6i) 

Then, from (51) and (60) to (61), it follows that 

( 1 - e ) 3 

A" 
4 L , L 

(62) 
1^2 

A0 determines the major term for the asymptotic of normal flame 
propagation U, (9). 

Then, from (61) and (59), we have 

As for r, > 0, T°(n,R) = 1, Ci(ri,R) = 0, C2HV,R) = C2
1(0,R), 

then the condition for matching the solutions of system (47) to 
(49) with the solutions of the outer problem have the form 

0(+°°,.R)= THO.R) 

?(-»,i?) arQ(-o, R) 

dY dr) 

S1(+=°,i?)= 0 

dY ~ 9J? 

S2(+«>, R) = C2H0,R) 

as , ( -» , i J ) 3C2°(-o,it) 
a r a?7 

(50) 

(51) 

(52) 

(53) 

(54) 

(55) 

/- 5-36(-°°,-R) i, \ T-> T - e ~ ^ i ! 
y X + G 2 y-—^- = (1 - e)V 1 + -=-: C2

l exp-5-dY 2L , 

(63) 

From (47) to (49) taking into account (50), (52), and (54), we 
have 

9 + V^-St = rJ(o, R) 
^1 

(56) 

1 - e 1 - e 
0 + ^ _ i S = r i (o , R) + ±—^CiH0, R) (57) 

L 2 J-12 

System (47) to (49) may now be reduced to one equation for 

which according to (51), is equivalent to relationship (42) sought. 
Relationship (43) is a simple consequence of (56) to (57), and 
(62). 
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Heat Transfer From Animal Appendage 

Shapes-Cylinders, Arcs, and Cones 
The heat transfer relationships for shapes that approximate animal appendages have 
been experimentally determined. Finite length hollow cylinders, arcs, and cones with dif
ferent amounts of closure were tested over a wide range of pitch and yaw angles at differ
ent wind speeds. The data for all of these shapes are within ±70 percent of the standard 
correlation for circular cylinders. Pitch and yaw variations have little effect on the heat 
transfer coefficient. Shorter length geometries and those with less enclosure have higher 
heat transfer than the longer and more enclosed geometries. The application of these re
sults to modeling the heat transfer from animal appendages is illustrated. 

Introduct ion 

The appendages of an animal may have an. important role in 
the overall temperature regulation of that animal. Rabbit ears, 
fox ears, and deer antlers are some of the many examples of ap
pendages which transfer some portion of the metabolic heat to the 
surroundings. Thermal energy is carried from the central core of 
the animal to the appendage by blood flow, with the flow rate 
regulated by temperature of the animals. Heat is then transferred 
to the surroundings by convection and radiation. In the natural 
outdoor environments, convective heat transfer to the air is the 
predominate mode of heat transfer from the appendage. Thus, 
the role of the appendage in transferring a significant proportion 
of the metabolic heat is governed by the convective properties of 
the appendage. 

Model studies of the thermal energy flows between an animal 
and its environment have aided in determining the influence of 
the thermal environment on animal behavior [1-4].2 In such stud
ies, the convective heat-transfer coefficient for the appendage has 
usually been taken to be that for an equivalent circular cylinder 
normal to an air stream. There are virtually no heat-transfer data 
available in either the engineering or biological literature for 
shapes that more closely approximate appendage shapes and ori
entations. Some data exist on noncircular cylinders [5] and plates 
at various orientations [6, 7], but the Reynolds number range for 
the data is much higher than that experienced by an animal in 

1 Current address: Peace Corps, Zaire. Africa. 
2 Numbers in brackets designate References at end of paper. 
Contributed by the Bioengineering Division of THE AMERICAN SOCI

ETY OF MECHANICAL ENGINEERS and presented at the Winter An
nual Meeting, Detroit, Michigan. November 11-15, 1973. Journal manu
script received at ASME Headquarters December 20. 1973. Paper No. 73-
WA/Bio-10. 

the outdoor environment. 
In this paper, experimental heat-transfer relations for shapes 

that approximate animal appendages are presented. While these 
shapes have been chosen to model animal appendages, the results 
and conclusions are also applicable to more conventional heat-
transfer situations. The geometries tested are described in Fig. 1 

, and Table 1, and consist of: 
1 Circular cylindrical sections of two finite lengths and four 

amounts of closure 
2 Circular arcs of three lengths 
3 Conical sections of two heights and four amounts of closure. 

Cy l i nde r Arc Cone 

9 0 ° arc 3 / 4 c losure 

Fig. 1 Schematic representation ol appendage models showing model 
geometry and orientation 
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T e s t Procedure 
The test specimens were made from copper tubing or copper 

sheet material with thickness of 0.030 to 0.085 in. The dimensions 
of the various models are given in Table 1. For the cylinders and 
cones, the amount of closure is the circumference fraction of a 
complete cylinder or cone. The specimens were gold plated after 
fabrication to minimize thermal radiation, and cooper-constantan 
thermocouples were soldered to the base for temperature determi
nations. In order to provide a support for the specimens and to 
model the influence of the head of the animal on the airflow, most 
of the specimens were mounted on a 3-in. balsa wood sphere. The 
short cylinders were mounted on a 5-in. sphere of styrofoam. The 
influence of this sphere on the convective and conductive heat 
transfer from the model will be discussed later. 

The sphere with the appendage model attached was placed in 
the center of the 28- X 28-in. test section of a low-speed wind tun
nel. The air velocity was varied over the range of 1.4 to 10 fps (1 
to 7 mph). Air velocity was measured with a Hastings hot wire 
anemometer (estimated accuracy of ±5 percent). 

Heat-transfer coefficients were obtained using a transient tech
nique [8]. The copper specimen was heated with a hot air gun to a 
temperature about 30 F higher than the temperature of the air 
stream and allowed to cool. The temperature difference between 
the model and the air stream was recorded as a function of time. 
In determining the heat-transfer coefficient by this technique, all 
of the thermal resistance is assumed to be in the boundary layer, 
with the copper specimen the only thermal capacitance. The 
mean heat-transfer coefficient is calculated from 

h = [mc/A{r - T | ) • ] ln[(f , - ttlI)/(t - i a i r ) ] (1) 

The heat-transfer coefficient calculated from equation (1) is thus 
an average coefficient over both time and position along the 
model. A least-mean-squares fit of equation (1) using tempera
tures at several times was employed to compute the best value of 
the heat-transfer coefficient. 

The internal, conductive resistance for the copper specimens, 
both across the specimen thickness and around the circumfer
ence, was an order of magnitude less than the external, convec
tive thermal resistance. Thus, temperature differences inside the 
model may be neglected, and the transient techniques is valid. 
Radiation was estimated to be less than 1 percent of the total 
heat transfer at the lowest speeds and was neglected. Conduction 
into the balsa wood sphere was estimated to be ±2 percent of the 
total heat flow at most, and was neglected. 

A measure of the effect of free convection on the heat-transfer 
coefficient is the ratio, Gr/Re2 . During the experimental determi
nation of the heat-transfer coefficient, the temperature difference 
varied from about 20 F at the start of the test to 5 F at the end of 
the test. Based on the averag'e value of Grashof number during a 
test, the ratio, Gr/Re2, was less than 0.6 at the lowest velocities 
and decreased as velocity increased for all but the tall cylinder 
tests. For the tall cylinder tests, the ratio, Gr/Re2, varies from 
about 20 at low velocities to 0.2 at high velocities. This implies 
that the low velocity results, especially for the tall cylinders, may 
be significantly affected by free convection. However, the data 
obtained for all models show a consistent forced convection-type 
correlation for all velocities, and thus the free convection effect 
apparently does not significantly alter the forced convection flow. 

R e s u l t s 
Cylinders. The eight cylinder models were tested at pitch an

gles of 45 and 90 deg, and at yaw angles of 0, 90, and 180 deg. 
Heat-transfer results for the tall cylinder with \ closure are 
shown in Fig. 2(a). These results are typical of the eight cylinders 
tested. 

For all cylinders, it was found that a better correlation of the 
data was obtained using the diameter of the cylindrical section in 
the calculation of Reynolds and Nusselt number than using other 
characteristic dimensions. For attached flow on the front of the 
model, it is expected that the flow length is the characteristic di
mension. Experiments on two-dimensional bluff bodies [7, 9, 10] 
indicate that the smaller dimension perpendicular to the air 
stream is the characteristic dimension for heat transfer in the 
separated region, but that the shape of the body prior to the 
point of separation is also important. For any one model tested, 
using, as the characteristic dimension, the dimension perpendicu
lar to the air stream produced a 3 to 1 spread in Nusselt number 
at any Reynolds number, while the use of the diameter, d, pro
duces a spread of about 1.4 to 1. 

For any one geometry, there is no consistent effect of pitch or 
yaw angles on the heat transfer. The spread of Nusselt number at 
any Reynolds number is about 1.4 to 1 for all of cylindrical mod-

The short cylinders have about 1.3 times higher heat-transfer 
coefficients than the corresponding tall cylinders. The heat trans
fer also decreases as the amount of closure increases. Nusselt 

. .Nomenclature . 

A = heat-transfer area, sq ft 
c = specific heat of model specimens, 

Btu/ lbm -F 
d - diameter, ft 
g = acceleration due to gravity, ft/s2 

Gr = g@(t - tair)l
3/v2, Grashof number, 

dimensionless 
h = average heat-transfer coefficient, 

Btu/hr-sq ft-F 

k = 

I 

m 
Nu 

Re 

air thermal conductivity, Btu/hr-
ft-F 

= characteristic length for free con
vection, ft 

= mass of model specimen, lb„, 
= hd/k, Nusselt number, dimen

sionless 
P = pitch angle, deg 

ud/v, Reynolds number, dimen
sionless 

t = model temperature, F 
tt = initial model temperature, F 

ai, = air temperature, F 
u = air velocity, fps 
Y = yaw angle, deg 
0 = air coefficient of thermal expan

sion, 1/F 
v = air kinematic viscosity, sq ft/s 
T = time measured from start of test, hr 

T, = starting time, hr 
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Fig. 2(6,1 Summary plot of Nusselt number as a function of Reynolds 
number for all cylindrical sections 

number drops by about 15 percent as the closure increases from 
\ to %. The value for a whole cylinder is 10 percent greater than 
that for the lk closure cylinder. These effects are consistent with 
the observations that heat transfer in the separated region is 
quite high and that the magnitude of the heat-transfer coefficient 
is proportional to the extent of the wake [7, 10, 11]. 

A summary of all of the cylinder data is presented in Fig. 2(b). 
The data range is shown in comparison with the standard cylin
der correlation [12], which over the Reynolds number range of the 
data is given by 

Nu = 0 .615 Re°-4S6 (2) 

The data spreads about ±50 percent about the standard correla
tion. 

Also shown in Fig. 2(b) are the data for the whole tall cylinder 
at pitches of 90 and 45 deg. The data for these cylinders agree 
with the correlation for infinite length cylinders, which estab
lishes confidence in the experimental procedure. This agreement 
also demonstrates that the influence of the sphere on which the 
models are mounted does not have a significant effect on the heat 
transfer. The short cylinder data show greater disagreement due, 
in part, to the proportionately greater surface area of the cylindri-
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Fig. 3(a) Nusselt number as a function of Reynolds number for the 180 
deg arc model 
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Fig. 3(b) Summary plot of Nusselt number as a function of Reynolds 
number for all arc models 

cal cap on the top of the cylinder. In the tall cylinder, this area is 
4 percent of the total area, while in the short cylinder, it is 20 
percent. 

Arcs. The 90-, 180-, and 270-deg arcs were tested at pitch an
gles of 90 and 135 deg and yaw angles of 0, 90, and 180 deg. Re
sults for the 180-deg arc, which are representative of the other two 
arcs, are presented in Fig. 3(a). There are no consistent effects on 
heat transfer of either pitch or yaw.angle for any one geometry.. 

A summary of all of the data for arcs is presented in Fig. 3(b) 
in comparison with the circular cylinder correlation. The data 
scatter very tightly around the correlation as might be expected. 
The spread of the data is about ± 20 percent. 

In Fig. 3(b) are also shown the results for arcs at yaw angles of 
90 deg. These orientations correspond closely to the cylindrical 
geometry on which the correlation is based, and the agreement 
between data and correlation is quite good. 

Cones. The eight cone specimens were tested at pitch angles 
of 45, 90, 135, and 180 deg and at yaw angles of 0, 90, and 180 deg. 
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Fig. 6 Summary plot of Nusselt number as a function of Reynolds num
ber for all appendage models 

Both pitch angle and amount of closure significantly affect the 
heat transfer. 

In Fig. 4, the Nusselt number at a Reynolds number of 2 X 103 

is plotted as a function of pitch angle for the tall \ cone. These 
results are representative of the other cones. The Nusselt number 
at a pitch of 180 deg (cone pointed into the air stream) for all 
cones is always 50 to 65 percent of that for pitch angles of 135, 90, 
and 45 deg. The use of the slant height instead of the base diame
ter in the definition of Nusselt and Reynolds number for the pitch 
= 180-deg tests would make the Nusselt numbers essentially the 
same at all pitch angles. There is no consistent effect of other 
pitch angles or yaw angle on the heat transfer. 

Increased closure on cones reduces the heat transfer. The drop 
is approximately 25 percent in Nusselt number for the % cone 
compared to the tall whole cone. The short cones have approxi
mately 30 percent higher heat transfer than the tall cones. These 
effects of closure and height, which are similar to the effects ob-

100 

50 

• 10 

Circulor cylinder correlat ion , Eq (2) 

\ \ " \ Data range,al l cones for P = I 3 5 , 9 0 , 4 5 ° 

Data , Short cones , P = 180° 

Data ,Ta l l cones , P = 180° 

Re x I03 

Fig. 5 Summary plot of Nusselt number as a function of Reynolds num
ber for all conical section models 

served with cylinders, are probably due to the very active wakes 
in the shorter, more open models. 

The data are summarized in Fig. 5, with "the data for cones 
with a pitch angle of 180 deg separated from the remainder of the 
data. Also shown is the circular cylinder correlation, equation (2). 
The data for a pitch angle of 180 deg are within about 20 percent 
of the cylinder correlation. For other pitch angles, the data are 
higher than the correlation by an average of about 20 percent, 
with a data spread of approximately 2 to 1. 

S u m m a r y a n d C o n c l u s i o n 
Heat-transfer data have been obtained from cylindrical sec

tions, arcs, and conical sections in orientations that simulate ani
mal appendages. The heat-transfer results from all of these mod
els are summarized in Fig. 6. The data spread around the estab
lished correlation for circular cylinders, equation (2), within 
about ±70 percent. 

In general, orientation (pitch and yaw) with respect to the air 
stream had little effect on the heat-transfer coefficient. Shorter 
cylinders and cones had higher coefficients than larger cylinders 
and cones by approximately 30 percent. Models with more enclo-

Table 2 Average ratio of Nusselt number to that 
for an infinitely long cylinder 

Gcoinet ry 

S h o r t 1/4 

V2 

3/4 

whole 

Long 1/4 

i / z 

3/4 

whole 

Cyl i m l e r s * 

Nu/Nu 

1.13 

1.27 

1.04 

1.50 

1.00 

0. 97 

0. 80 

1.00 

ConesT 

N u / N „ c y l 

1.40 

1 .13 

1.13 

1.46 

1.08 

0.94 

0 .85 

1. 14 

*¥or nil pitch and yaw angles 

TFor all yaw angles and all pitch angles except 180 degrees. 
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sure of the region exposed to separated flow than others had lower 
heat-transfer coefficients. For bluff bodies such as these, the heat 
transfer in the separated region is of equal importance to that in 
the attached regions. Thus, geometries that restrict the size of the 
wake and the circulation in the separated region have lower over
all heat transfer. 

For heat transfer from an appendage, the product of the heat-
transfer coefficient and surface area (hA) is more important than 
the value of the heat-transfer coefficient (h) itself. The models 
with small closure have higher coefficients but less surface area 
than those with more closure. The values of h and hA for cylin
ders and cones with different amounts of closure, normalized with 
respect to the values for the whole cylinder, are presented in Fig. 
7. It is seen that even though increased closure reduces the heat-
transfer coefficient, the increased area produces an increase in the 

overall heat transfer. The whole geometries have only area on the 
outside of the surface and on the cap, while the other models 
have area on both inside and outside. Thus, there is not a contin
uous variation with closure to the whole cylinder. 

The following procedure is suggested for modeling a shape ap
proximated by one of the models tested here. The cylinder rela
tion, equation (2), is used as the basic relation for the heat-trans
fer coefficient as a function of velocity, specimen diameter, and 
air properties. The multiplicative coefficient, 0.615, is altered by 
the length and closure as discussed in the text and given by Fig. 
7. For example for a lk cone at pitch angles other than 180 deg, 
the coefficient would be 0.9 x 0.615 = 0.554. The effects of pitch 
and yaw on the heat transfer coefficient may be neglected. The 
resulting relation should be adequate for modeling animal ap
pendages under field conditions. 
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Storage of Thermal Energy by 
Solid-Liquid Phase Change— 
Temperature Drop and Heat Flux 

N. Shamsundar1 and E. M. Sparrow1 

Introduction 
Present day studies of alternative energy sources such as the 

sun and the winds have underscored the need for energy storage 
techniques. One of the techniques being examined for the storage 
of thermal energy is solid-liquid phase change. Although the heat 
conduction aspects of such phase change processes were studied 
extensively in the past, the results were aimed at applications 
other than energy storage. Consequently, even though surface 
heat flux rates and solid phase temperature differences are of 
prime importance in thermal storage applications, such results 
are rarely presented in the published literature. 

In the present paper, a related pair of phase-change heat con
duction problems is solved, and results relevant to energy stor
age are presented and discussed. The physical situation selected 
for analysis is a circular tube filled with a phase change material 
(pcm) which may, for example, be a salt or a metal. The tube is 
situated in a fluid environment and may be one of several in a 
bundle. During periods of time when energy is being stored, heat 
flows from the fluid environment into the pcm, thereby causing 
the pcm to melt. On the other hand, during the heat extraction 
period, heat flows from the pcm to the fluid environment, as the 
pcm solidifies. 

The extraction period is especially critical inasmuch as the so
lidifying pcm takes on the role of the heat source for the power 
producing system. If there is a substantial temperature drop 
across the solidified layer of pcm, there is a corresponding de
crease in the temperature at which the energy is available and a 
consequent reduction of the efficiency.2 Another relevant consid-

1 Department of Mechanical Engineering, University of Minnesota, Min
neapolis. Minn. 

2 During the period when energy is being stored in the pcm. the 
temperature of the fluid is higher than that of the pcm. Thus, the temper
ature of the pern does not affect the thermodynamic efficiency. 

Contributed bv the Heat Transfer Division of THE AMERICAN SOCI
ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division. November ifi. 1973. 

eration to the functioning of the power-producing device is the 
time dependence of the heat release by the pcm. 

To illustrate the type of results that are relevant to thermal 
storage systems, consideration is given here to the two limiting 
cases described in the following , both of which pertain to the pe
riod of energy extraction. In both cases, the pcm is in the liquid 
phase and at its saturation temperature when the extraction peri
od begins. 

The first of the aforementioned cases appears not to have been 
analyzed in the published literature. The second case has been 
analyzed by a number of solution methods, but no results of the 
type that are relevant to thermal storage systems have been pre
sented. 

A n a l y s i s and So lut ions 
A schematic diagram of the physical problem is given in the 

inset of Fig. 1. A circular tube of radius R contains a pcm which, 
at any time t > 0, has both liquid (L) and solid (S) phases as in-

EXCESS L IQUID ( r * /R) 

Fig. 1 Results for temperature drop and t ime history of freezing front 
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dicated in the figure. The phase boundary is assumed to be axi-
symmetric with radius r = r,* and the density difference associ
ated with the change of phase is neglected. At time t = 0, the con
tents of the tube is pure liquid at its saturation temperature T s a t . 

7 7 * = 

??*{/T^ 

The phase boundary moves inward toward smaller radii as heat is 
extracted from the surface of the tube. The heat extraction is ei
ther as a uniform heat flux </o (case a) or via a constant convec-
tive heat transfer coefficient h to a fluid environment with con
stant temperature T s (case b). 

Within the solidified layer, the heat conduction process is gov
erned by 

3 7 / 3 / = ( a / r ) 3 / 3 r ( r 3 T / 3 r ) , r* s ,- < R (1) 

where the thermophysical properties appearing in equation (1) 
and in subsequent equations are those of the solid. At the phase 
boundary, continuity of temperature and heat flux are expressed 
as 

T = 7 ' s a t , k(dT/dr) = p\(dr*/dt) , r = r* (2) 

in which A is the latent heat of fusion. At the surface of the tube, 
the respective boundary conditions for problems (a) and (b) are 

(«) - k(dT/dr) = <-/„ , (ft) - k(dT/dr) -= h(T - T J , r = R 

(3) 

To initiate the solutions, it is appropriate to introduce the fol
lowing dimensionless variables 

0a = HTMt - T)/(hR , 9h = (T s a t - T)/(Ts,t - TJ (4a) 

77 = r/R , if = r*/R , Fo = al/R2 (4ft) 

along with the dimensionless parameters 

Stea=^f/k) , S t e b = ^ = ^ l , B i = f (5) 

The magnitude of the Stefan number Ste is a measure of the im
portance of heat capacity relative to the latent heat. 

The solutions themselves are found by applying a method due 
to Megerlin [l]3 along with relations derived by him. This meth
od, although approximate, has been demonstrated by compari
sons with finite-difference solutions to yield results of high accu
racy [2], The first step in the solution is to expand the dimension
less temperature 6 in powers of ln())/>)*), with coefficients that are 
independent of -q but depend on the Fourier number and the con
stant parameters of the problem. The coefficients are chosen such 
that equations (1) and (2) are satisfied exactly at the phase 
boundary ?; = ;;*. These operations give 

Ste 0 = -77*7',* In ( ^ ) + i („*7')*)2[ln (?L)} + „ . . (6) 
77 i, i] 

where ?)* = d-q*/dFo. This equation applies equally well if sub
scripts a or b are appended to Ste and 6.-

The quantity j?* is found by applying the boundary conditions 
(3), so that 

- 77*77* + (7)*7)*)2 In (1/77*) + . . . = Ste„ (7) 

- if if + (?j*?)*)2 In (1/?)*) + . . , = Ste^Bi 

-B i{ -?7*? ' , * In (l/?7*)+ i (7/*?',*)2 [ In (I/7;*)]2 + . . , } 

(8) 

3 Numbers in brackets designate References at end of paper. 

respectively, for cases a and b. To the order of terms contained in 
equations (7) and (8), the corresponding solutions for ij* are 

?7*(1 + 7 l - 4 Ste„ In 77*) • -

- 2 Ste,, Bi ' 

^ ¥ i In iff -2 Ste6 B U n if (2 - B i l rT^* ) + (1 - Bi In if)} 

(10) 
If equation (9) or equation (10) is substituted in (6), thereby 

eliminating TJ*, the resulting equation gives the spatial tempera
ture distribution in the solidified layer, with the freezing front 
position i)* playing the role of a parameter. Further, by setting 
1/ = 1, the temperature drop across the solid is expressed as a func
tion of?;*. 

It is now appropriate to consider the physical significance of rj* 
or, more to the point, of (r;*)2. Inasmuch as (r/*)2 = (r*/R)2 = 
Trr*2/irR2, it follows that (1;*)'2 represents the fraction of the origi
nal liquid contents of the tube that is still liquid. If the solidifica
tion process were to be terminated at a particular value of >/*, 
then (i;*)2 would correspond to the excess liquid, over and above 
that which participates in the phase change process. Thus, the 
equation derived in the preceding paragraph can be employed to 
compute the temperature drop across the solid as a function of 
the excess liquid {ij*)2. 

The time required for the freezing front to reach a specified ra
dial position >;* can be evaluated from 

1 

Fo = - I ^dif/if (11) 

in which if is expressed by either equation (9) or equation (10). 
For case a, the integration can be carried out in closed form to 
give 

2 Stea Fo = I ( 1 - ?7*2) + ~ (1 - if2-/T^TSte/hxlf) 

+ , / I S t i . f exp ( ^ H e r f < / ^ ~ 7 ^ ) 

-e r f (/s5T» ( i 2 ) 

For case b, numerical integration is required to evaluate equation 
(11). 

Resul t s and D i s c u s s i o n 
Prior to the evaluation of the results, estimates were made of 

the values of the Stefan number relevant to the application of [3], 
When Ta a t - T« was limited to 10 deg C, the computed Ste 
values were on the order of 0.05. Then, when the equations of the 
foregoing paragraphs were evaluated for Ste = 0.05, the results for 
both cases were found to be hardly distinguishable from those for 
Ste = 0 (an extreme of 2 - 3 percent at if2 = 0.1), where Ste = 0 
corresponds to the case in which the heat capacity of the solidi
fied layer is neglected altogether. Consequently, in what follows, 
the results that are presented will correspond to Ste = 0. 

Fig. 1 portrays, on the left-hand ordinate, dimensionless forms 
of the temperature drop TB!lt - Tw across the solid for both cases 
a and b. The abscissa is the excess liquid (r*/R)2, that is, the 
fraction of the original liquid contents of the tube which is still 
liquid at the conclusion of the period of energy extraction. The 
objective of the figure is to show how Tsl l t - Tw responds to the 
presence of excess liquid for fixed values of the other parameters. 
It is evident that substantial decreases in the temperature drop 
can be achieved, but the extent of the gains depends strongly on 
the thermal boundary conditions at the tube surface and on 
which quantities are held fixed when comparisons are made. 
More direct illustrations of the excess liquid effect will be pre
sented shortly for specific pcm's and in terms of dimensional 
variables. 
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Fig. 2 Temperature drop across solidified layer—lithium fluoride 
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Fig. 4 Variation of surface heat flux with time 
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Fig. 3 Temperature drop across solidified layer—tin 

On the right-hand ordinate of Fig. 1 is plotted the time that is 
required for the phase boundary to arrive at r/ = i;*, starting from 
tj = 1 when f = 0. The time scale is made dimensionless by the 
quantity to, which corresponds to the time required for complete 
freezing. When the heat capacity of the solid is negligible, it is 
easily shown that 

(g a =* p\R/2q0 , (/„)„ p, \ f i 2 ( l /Bi + l / 2 ) / 2 M r s a t -TJ 

(13) 

Solid-phase temperature drops for two candidate pern's—lithi
um fluoride and tin, one a salt and the other a metal, are shown 
in Figs. 2 and 3. In each figure, T s a t - Tw is plotted as a function 
of CJL ( = 2 7r Rq), where the subscript L means per unit length of 
tube. The quantity q is the time-average heat transfer rate corre
sponding to the period of time during which the phase boundary 
moves from T) = 1 to ?; = r/*. The use of q as the abscissa variable 
places cases a and 6 on an equal footing in that for common 
values of rj* and Fo, the value of q for case b is equal to the value 

of q0 for case a, and the total amount of heat transferred is also 
the same in the two cases. Each figure contains three shaded 
bands, each of which, respectively, encompasses the results for 
r;*2 = 0.1, 0.5, and 0.9. The uppermost line in each band is for 
case a, whereas the remainder of the band corresponds to a range 
of Biot numbers for case b. 

These figures demonstrate the extent to which the presence of 
excess liquid diminishes the solid phase temperature drop. Fur
thermore, for any given value of r/*2, the temperature drop is 
highest for case a and decreases as the Biot number increases for 
case b. From this standpoint, it would appear advantageous to 
design a thermal storage system to have as high a Biot number as 
possible. However, before accepting this conclusion, it is appro
priate to examine the time variations of q that aie encountered in 
case b. 

Fig. 4 shows curves of q/q as a function of t/t(if), where t(if) 
is the time required for the freezing front to arrive at 17 = JJ* The 
curves are parameterized by values of 7?*2 and of Bi. The results 
indicate that for any fixed i)*, thes time variation of q becomes 
more marked as Bi increases. If one of the design objectives is to 
achieve a relatively constant value of q during the extraction pe
riod, then large values of Bi are disadvantageous. Indeed, the 
most uniform time history for q is achieved at large values of r/*2 

and small values of Bi. 
The foregoing discussion of the role of Bi reveals one of the 

trade-offs which will have to be made in the design of a phase-
change energy storage system. Of course, when considering the 
total impact of the temperature drop associated with the storage 
medium, it is necessary to add the convective drop Tw - T„ to 
T s a t — Tm. A second trade-off which emerges in connection with 
the solid-phase temperature drop is a balancing out of the 
amount of excess liquid against the radius of the storage tube. 
Lower temperature drops can be achieved by using either addi
tional excess liquid or tubes of smaller radius. Economic consid
erations will, in all likelihood, be decisive in resolving these ques
tions. 
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The Critical Curvature for 
Maximum Heat Flow From a 
Surface 

Niels Madsen1 

Nomencla ture 

A = heat-transfer area on isothermal surface, m2 

h = unit total conductance, W/m 2 K 
k = thermal conductivity, W/mK 

(fj,,, = critical mean curvature of surface, l/m 
L = thickness of insulation, m 

Lc, = critical thickness of insulation, m 
n = distance from isothermal surface, in 
P = point on isothermal surface 
q = rate of heat flow, W 

ri, ''2 = principal radii of curvature of isothermal surface, m 
Hi, R2 - principal radii of curvature of body surface, m 

S = heat-transfer area of body surface, m2 

T = temperature of isothermal surface, K or °C 
Ts = temperature of body surface, K or °C 

T„ = temperature of ambient fluid, K or °C 
x = distance along surface in first principal direction, m 
y = distance along surface in second principal direction, m 

Introduct ion 
The purpose of this communication is to derive a general ex

pression for the critical mean curvature of a surface in terms of 
the local, unit total conductance of the surface and the thermal 
conductivity of the body; then the critical radius of the sphere, 
and of the right circular cylinder become special cases of this gen
eral expression. It is well-known that the rate of heat transfer be
tween an ambient fluid and the two simple one-dimensional bod
ies, the sphere, and the long, right, circular cylinder at first in
creases, passes through a maximum, and then decreases asymp
totically to zero as their respective radii are made greater and 
greater. This was predicted, and a solution was proposed, for the 
sphere by Lord Kelvin then known as W. Thomson [l]2 in 1886. 
The critical radius (the radius at which the heat flow is a maxi
mum) was evaluated analytically for the circular cylinder and the 
result confirmed through extensive experimental data by A. W. 
Porter and T. R. Martin [2] in 1910, and subsequently by V. S. 
Day [3] in 1920. 

Applications 
The original note by Lord Kelvin was concerned with the effi

ciency of clothing, whereas the two later publications discussed 
the engineering importance of the fact that heat flow may in-

1 Department of Chemical Engineering, University of Rhode Island, 
Kingston, R. I. 

2 Numbers in brackets designate References at end of technical brief. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI

ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division, April 9, 1974. 

Fig. 1 Isothermal surface element with principal radii and the direction 
of the normal indicated 

crease if thermal insulation is added to a curved surface. To the 
electrical engineer this is advantageous when electrical insulation 
is used for covering a conductor since this may improve the rate 
of cooling; but it is a disadvantage in thermal engineering partic
ularly in the design of refrigeration equipment where small-diam
eter pipes are employed, lagging of their surfaces may increase 
the heat flow rather than decrease it. Theoretical biologists are 
also interested in the critical radius effect. T. H. Strunk [4]. 

Analysis 
Over a small region dA a curved surface can always be de

scribed in terms of two radii of curvature in mutually orthogonal 
planes. These are known as the principal radii of curvature n and 
/'2, Fig. 1. Assume that dA is maintained at a constant tempera
ture T by a heat source below it. Now let a thickness, L of insula
tion be applied to the surface; the area available for heat flow 
through it will depend on the distance, n from the isothermal sur
face as measured along the normal to this surface. This area will 
be related to the area on the isothermal surface by the equation 

dS = (21±J1 dx)(^-^ dv) = (1 + n/rx){l + n/r^dA (1) 

where dA = dx dy, and r\ and r2 are the principal radii of curva
ture of the isothermal surface at P. The local unit rate of heat 
flow through the body surface, dq/dS may be expressed by the 
Newton rate equation 

dq/dS = h{Ts - Tj (2) 
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where h is the local unit total conductance, and T s and T the 
temperature of the body surface and the ambient fluid. For a 
thickness of insulation, L the unit heat flow measured as it passes 
through A may be found by substituting re = L in equation (1) 
and this value for dS in equation (2), that is 

dq/dA = h(l + Z , / r , ) ( l + L/r2){T - T „ ) (3) 

The elementary Fourier rate equation for one-dimensional con
duction in the steady state must also be satisfied 

dq/dS = — k dT/dn | a t s 

where the thermal conductivity, k is a property of the insulation 
material added. Substituting for dS from equation (1), separating 
variables, and integrating from 0 to L and from T t o Ts 

dq/dA f 
dn 

o (1 + « / r , ) ( l + n/r2) 
= - * / : dT 

or after integration and the substitution of the limits 

dq/dA ,„ 1 + L/r2 I n , 
l / r 2 - l / n m l +L/rt 

= k(T - Ts 

(5) 

(6) 

Solving equations (3) and (6) for their respective temperature 
drops, adding the two equations to eliminate Ts, and rearranging 

dq/dA = 
fe(l/r2-l/ri)(T-T.) 

Wh)(\/n-\/rx) 1 + L/r, 
(1 + L / n ) ( l + L/r2)

 ml+L/n 

(7) 

differentiating equation (7) with respect to L and setting d(dq/ 
dA)/dL equal to zero, yields after some.manipulation 

d ,dq, 

IZ[dA] ~ T„ 
1 

+ n L„r + r . • i - (8) 

as Lvr changes from a value smaller than the critical to a value 
larger than the critical, the sign of d(dq/dA)/dL changes from 
positive to negative, thus indicating that the extremum given by 
equation (8) is a maximum. Since Lcr + r\ and Lcr + r? are the 
principal radii of the critically insulated surface Ri and R2, we 
can rewrite the equation 

1 
+ R R: 

= K„ (9) 

where KmlCr> is the critical mean curvature of the fluid-solid in
terface. Equation (8) may be solved for the critical insulation 
thickness 

hL„ 
2k L L 2k 

Jj)fy,2 ( 1 0 ) 

but when ri or r2 - > the solution becomes difficult to evaluate. 

D i s c u s s i o n 
For the sphere where Rt = R2 = R equation (9) yields h/k = 

2/Rcr, and for the long, right circular cylinder where one principal 
radius approaches infinity h/k = 1/Rcr, thus equation (9) is in 
agreement with the two solutions for one-dimensional heat flow as 
given by Schneider [5]. It follows as a consequence of equation (9) 
that when h is known as a function of the location on a surface, a 
surface may be described that will be the boundary of a volume 
of maximum heat transfer. The special case of a right cylinder 
with variable unit conductance has been considered by E. M. 
Sparrow [6]. The assumption, made in the derivation of equation 
(9), that the heat flow is normal to the surface, may be invalid if 
the thermal resistance normal to the surface is large compared to 
the resistance parallel to the surface. 
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Optimization of Inclined 

Convective Fins 

David Pnuefi1 

A new type of fins has been recently used in the electronics in
dustry in cases where large quantities of heat must be removed 
from small spaces. These fins are rather short and thick. They 
come out of a heavy backplate and have the properties that: (a) 
temperature variations between the fin's root and fin's tip are 
negligible, i.e., the fin is isothermal in the direction perpendicular 
to its backplate, and (b) convection coefficients vary in the 
streamwise direction. The need for such designs has led to the an
alytical and experimental investigations in references [1-3].2 

The over-all size of the finned walls {B, H, Fig. 1) are usually 
determined by the size of the electronic equipment. The thick
ness, the number and length (d, b, L, Fig. 1) of the fins are deter
mined by heat transfer considerations (references [1], [3]), by 
manufacturing considerations, by structural requirements and by 
the tendency to use standard elements whenever possible. 

The heat dissipated from such vertical fins can be increased by 
inclining them to some angle to the direction of the gravity force. 
This note demonstrates this possibility. 

The local convection coefficient for closely spaced vertical fins 
decreases with increasing fin length, because the air flowing along 
the fins is already heated by their lower sections. Inclining the 
fins has two opposite physical effects. It can cause their length to 
decrease (Fig. 2), thus increasing heat transfer coefficients (or to' 
increase, depending on the geometry, H, B, b, Figs. 1 and 2, and 
on the inclination angle). It always, however, weakens the effect 
of gravity, thus decreasing heat transfer coefficients. The optimal 
inclination angle is thus obtained when the effect (combined for 
all fins) of the decrease in the fins' length is just balanced by that i 
of the weakened gravity. 

To obtain some general numerical results, the average Nusselt 
number for heat convection from the fins is now estimated, as 
being proportional to the Grashof number to the power of %.3 

This estimate is based on results obtained for inclined flat plates 
(references [4, 5]), for long isothermal fins or large isothermal 
square fins (reference [1]), for long vertical isothermal conduits 
(reference [2]), and for parallel plates (references [6, 7]. Thus, 

Nu cc Gr 1/4 

1 Department of Fluid, Thermal and Aerospace Sciences, School of Engi
neering, Case Western Reserve University, Cleveland, Ohio. 

2 Numbers in brackets designate References at end of technical brief. 
3 This estimate is theoretically justifiable for boundary layer type flows 

only. For long enough fins the growing boundary layers for each fin of an 
adjacent pair will eventually merge. However, the same dependence of Nu 
on GH has been observed for cases with such merged boundary layers, ref
erences [1. 2j. 
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where h is the local unit total conductance, and T s and T the 
temperature of the body surface and the ambient fluid. For a 
thickness of insulation, L the unit heat flow measured as it passes 
through A may be found by substituting re = L in equation (1) 
and this value for dS in equation (2), that is 

dq/dA = h(l + Z , / r , ) ( l + L/r2){T - T „ ) (3) 

The elementary Fourier rate equation for one-dimensional con
duction in the steady state must also be satisfied 

dq/dS = — k dT/dn | a t s 

where the thermal conductivity, k is a property of the insulation 
material added. Substituting for dS from equation (1), separating 
variables, and integrating from 0 to L and from T t o Ts 

dq/dA f 
dn 

o (1 + « / r , ) ( l + n/r2) 
= - * / : dT 

or after integration and the substitution of the limits 

dq/dA ,„ 1 + L/r2 I n , 
l / r 2 - l / n m l +L/rt 

= k(T - Ts 

(5) 

(6) 

Solving equations (3) and (6) for their respective temperature 
drops, adding the two equations to eliminate Ts, and rearranging 

dq/dA = 
fe(l/r2-l/ri)(T-T.) 

Wh)(\/n-\/rx) 1 + L/r, 
(1 + L / n ) ( l + L/r2)

 ml+L/n 

(7) 

differentiating equation (7) with respect to L and setting d(dq/ 
dA)/dL equal to zero, yields after some.manipulation 

d ,dq, 

IZ[dA] ~ T„ 
1 

+ n L„r + r . • i - (8) 

as Lvr changes from a value smaller than the critical to a value 
larger than the critical, the sign of d(dq/dA)/dL changes from 
positive to negative, thus indicating that the extremum given by 
equation (8) is a maximum. Since Lcr + r\ and Lcr + r? are the 
principal radii of the critically insulated surface Ri and R2, we 
can rewrite the equation 

1 
+ R R: 

= K„ (9) 

where KmlCr> is the critical mean curvature of the fluid-solid in
terface. Equation (8) may be solved for the critical insulation 
thickness 

hL„ 
2k L L 2k 

Jj)fy,2 ( 1 0 ) 

but when ri or r2 - > the solution becomes difficult to evaluate. 

D i s c u s s i o n 
For the sphere where Rt = R2 = R equation (9) yields h/k = 

2/Rcr, and for the long, right circular cylinder where one principal 
radius approaches infinity h/k = 1/Rcr, thus equation (9) is in 
agreement with the two solutions for one-dimensional heat flow as 
given by Schneider [5]. It follows as a consequence of equation (9) 
that when h is known as a function of the location on a surface, a 
surface may be described that will be the boundary of a volume 
of maximum heat transfer. The special case of a right cylinder 
with variable unit conductance has been considered by E. M. 
Sparrow [6]. The assumption, made in the derivation of equation 
(9), that the heat flow is normal to the surface, may be invalid if 
the thermal resistance normal to the surface is large compared to 
the resistance parallel to the surface. 
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Optimization of Inclined 

Convective Fins 

David Pnuefi1 

A new type of fins has been recently used in the electronics in
dustry in cases where large quantities of heat must be removed 
from small spaces. These fins are rather short and thick. They 
come out of a heavy backplate and have the properties that: (a) 
temperature variations between the fin's root and fin's tip are 
negligible, i.e., the fin is isothermal in the direction perpendicular 
to its backplate, and (b) convection coefficients vary in the 
streamwise direction. The need for such designs has led to the an
alytical and experimental investigations in references [1-3].2 

The over-all size of the finned walls {B, H, Fig. 1) are usually 
determined by the size of the electronic equipment. The thick
ness, the number and length (d, b, L, Fig. 1) of the fins are deter
mined by heat transfer considerations (references [1], [3]), by 
manufacturing considerations, by structural requirements and by 
the tendency to use standard elements whenever possible. 

The heat dissipated from such vertical fins can be increased by 
inclining them to some angle to the direction of the gravity force. 
This note demonstrates this possibility. 

The local convection coefficient for closely spaced vertical fins 
decreases with increasing fin length, because the air flowing along 
the fins is already heated by their lower sections. Inclining the 
fins has two opposite physical effects. It can cause their length to 
decrease (Fig. 2), thus increasing heat transfer coefficients (or to' 
increase, depending on the geometry, H, B, b, Figs. 1 and 2, and 
on the inclination angle). It always, however, weakens the effect 
of gravity, thus decreasing heat transfer coefficients. The optimal 
inclination angle is thus obtained when the effect (combined for 
all fins) of the decrease in the fins' length is just balanced by that i 
of the weakened gravity. 

To obtain some general numerical results, the average Nusselt 
number for heat convection from the fins is now estimated, as 
being proportional to the Grashof number to the power of %.3 

This estimate is based on results obtained for inclined flat plates 
(references [4, 5]), for long isothermal fins or large isothermal 
square fins (reference [1]), for long vertical isothermal conduits 
(reference [2]), and for parallel plates (references [6, 7]. Thus, 

Nu cc Gr 1/4 

1 Department of Fluid, Thermal and Aerospace Sciences, School of Engi
neering, Case Western Reserve University, Cleveland, Ohio. 

2 Numbers in brackets designate References at end of technical brief. 
3 This estimate is theoretically justifiable for boundary layer type flows 

only. For long enough fins the growing boundary layers for each fin of an 
adjacent pair will eventually merge. However, the same dependence of Nu 
on GH has been observed for cases with such merged boundary layers, ref
erences [1. 2j. 
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optimization. To obtain some general results it is assumed that 
the number of the fins is very large, i.e., the gain or loss of a sin
gle fin in the summation is not important. 

The considered rectangular region, Fig. 2, breaks naturally into 
two subregions—one in which the length of all the inclined fins is 
the same (D in Fig. 2(a), A in Fig. 2(b)) and one in which they 
vary (C in Fig 2(a), G in Fig. 2(b), both consisting of two antisy-
metric parts). For very large H/B values and small tilt angles5 

the G regions can be neglected with respect to the A region, while 
for very small H/B values the C regions can be neglected with re
spect to the D regions. Since most cases of interest are for moder
ate H/B values, all regions must be considered. Because the for
mulation of the geometry is different for 

t&ny^B/H C a s e A (Fig. 2(a)) 

and for 

tuny < B/H Case B (Fig. 2(6)) 

Fig. 1 Geometry of straight fins 

The Grashof number depends on the fin's length and on the 
modified4 action of gravity: 

G r cc cosyL 3 

The total amount of heat transferred from a fin depends of 
course on the average convection coefficient for that fin and on 
the fin length: 

Q cc h x L cc Nu 

Substitution of the first two equations into the third and summa
tion over all the fins for a given backplate, yield the total heat 
transferred for that backplate: 

3/4 <?r = £<?<* £ ( cosy ) 1 / 4 X L , ; 

It is assumed that for a given backplate this quantity must be 
optimized. 

For a particular case several inclination angles can be tried, 
each individual fin can be considered, and QT can be used for the 

it is convenient to consider the two cases separately. 
Case A. (Fig. 2(a)), tan 7 > B/H.. 
In the D Region. 

D = F s iny = (H-E) s iny = H s iny - B cosy 

The number of fins in the D region is 

ND = D/b - (H/b) s iny - (B/b) cosy 

and the length of each fin: 

LD = B / s i n y 

The contribution of all the fins in the D region to the total heat 
transfer is 

QD cc iVD x LD x h = [(H/b) siny 

- ( £ / & ) c o s y ] ( £ / s i n y ) 3 / 4 ( c o s y ) 1 / 4 (1) 

In the C Region. 

C = B c o s y 

The number of fins in one of the C regions is 

Nc= C/b= (B/b) cosy 

The length of these fins vary and they must be counted indivi
dually 

4 For upward-facing inclined surfaces, it has been demonstrated experi
mentally that a pattern of longitudinal vortices is superposed on the1 main 
streamwise natural convection flow. The simple cosine modification of 
gravity in Gfi is therefore limited to inclination angles which are not too 
large and to fins which are sufficiently close to each other. 

Qc cc 2 ( c o s y ) m £ (LD X n/Ncf
H 

= 2 ( c o s y ) 1 / 4 [ 6 / ( s i n y c o s y ) l 3 / 4 £ JV3/4 (2) 

The best, tilt angle y for this case is that which makes the total 
heat transferred 

QT=QD + QC (3) 

a maximum. 
Case B. (Fig. 2(&)), tan y < B/H. 
In the A Region. 

A = S cosy = (B - R) cosy = B cosy - H s iny 

The number of fins in the A region: 

NA = A/b = (B/b) cosy - (H/b) s iny 

and the length of each fin 

Fig. 2 Tilted fins (note that C and G represent two antisymetric parts 5 This will always decrease the heat transferred because the fins become 
each) longer. 
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Fig. 3 Ratio of heat transfer improvement at various geometries 

small and again Qy/Qo < 1. Because for some 7, Qy/Q0 > 1 (as 
shown by the computed values), Qy/Qo as a function of 7 for con
stant H/b and B/b must have a maximum. This maximum is 
shown for B/b = 10, while for B/b = 5 it occurs for 7 > 35 deg, 
which is approximately the limit to the 7 values for which the 
considerations of this note exactly apply (reference [4]). 

While the possibility of increasing total rates of heat transfer 
by the use of inclined fins has been demonstrated, there is some 
danger in the direct use of the numerical results, because of the 
limitations of the assumed Nu-Gr relations. However, the knowl
edge of these relations for a particular case, will make the compu
tation method directly applicable, and the optimization can be 
achieved. 
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L A = H/cosy 

In a similar way to Case A, the total heat transfer in the A re
gion: 

QAozNAxLAxh = [(B/b) cosy 

- (H/b) smy](H/cosy)3/i(cosy)Ui (4) 

In the G Region. 

G = H siny 

The number of fins in one of the G regions is 

Nr. G/b = (H/b) siny 

In a similar way to Case A, the total heat transfer for the two G 
regions: 

3/4 QGcc2(cosy)1/4S (LAXn/NG) 

= 2(cosy)i/ifb/(smy c o s r ) ] 3 / 4 S n3/i (5) 

The best tilt angle 7 for this case is that which makes 

QT=QA+QC (6) 

a maximum. 
The results of the optimizations6 of equations (3) and (6) must be 
compared and the larger value is chosen. 

Some typical heat transfer modifications are presented in Fig. 3. 
For very small 7 the region G can be neglected compared to the 

region A, while all fins in A become longer; thus heat transfer is 
decreased, i.e., Q7/Qo < 1. For very large 7, COS7 becomes very 

6 The computation is direct and can be performed by hand. However, it 
is of a repetitive nature, and when several configurations are considered 
the use of a computer may become desirable. A simple Fortran program is 
available and has been used to obtain the values of Fig. 3. 
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Fig. 3 Ratio of heat transfer improvement at various geometries 

small and again Qy/Qo < 1. Because for some 7, Qy/Q0 > 1 (as 
shown by the computed values), Qy/Qo as a function of 7 for con
stant H/b and B/b must have a maximum. This maximum is 
shown for B/b = 10, while for B/b = 5 it occurs for 7 > 35 deg, 
which is approximately the limit to the 7 values for which the 
considerations of this note exactly apply (reference [4]). 

While the possibility of increasing total rates of heat transfer 
by the use of inclined fins has been demonstrated, there is some 
danger in the direct use of the numerical results, because of the 
limitations of the assumed Nu-Gr relations. However, the knowl
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region A, while all fins in A become longer; thus heat transfer is 
decreased, i.e., Q7/Qo < 1. For very large 7, COS7 becomes very 
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is of a repetitive nature, and when several configurations are considered 
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Subscripts 

spacial nodes 
radiant \ 
initial > temperature 
ambien t / 

Introduction 
Interest in digital and analog computer solutions to transient 

conducting bodies with radiating surfaces may be seen by the liter
ature in the area; see references [1-3]3 for a bibliography. 

Frequently physical reasoning and engineering judgment may be 
used to tackle complex physical problems where mathematical 
theories have not been developed. One particular class of problems 
where the above procedure has been applied was that of a conduct
ing slab with radiating and convecting surfaces. This slab was 
characterized by one-dimensional, transient heat transfer. While 
many approximate solutions have been applied to this problem, 
little discussion has appeared in the literature on stability criteria 
for explicit finite-difference solutions to the present problem [4, 5]. 
This is the scope of the present communication. The difficulty 
arises from the nonlinear boundary condition due to the 94 term 
due to thermal radiation. 

Analysis 
Such a physical problem is governed by the following dimen-

sionless equation: 

80/9T 

with initial condition 6(X, 0) = 

89(0, T)/9X = 0, and 

- 9 0 ( 1 , r)/dX = N[6(1,'' 

= a29/ax2 (1) 

So, symmetry boundary condition 

) - .9*1 + fl[(e(hr)Y - eR
A] 

The second boundary condition above relates the heat transfer 
governed by the Fourier conduction law to that of the Stefan-
Boltzmann radiation law and the Newton "law" of cooling. Fur
ther, it may be noted that the standard stability criteria for explic
it finite-differences to linear parabolic systems [6, 7] are not appli
cable. 

Equation (1) along with the boundary and initial conditions may 
be discretized as shown in references [4, 5] and the surface node 
yields: 

A 0 ; „ / A T = A - B6M - C0j,4 
(2) 

w h e r e 

A = 

- 0M J • • . • • • • • • 

2 [ip^AXe/ + NAX9„ + eu."]/(AX)2; 

B - 2[iVAA' + l j / ( A A ) 2 , and C = 2 f ' A A ' / ( A X ) 2 . 

These results will be used below to develop stability conditions. 

D i s c u s s i o n of S t a b i l i t y D e v e l o p m e n t 

Equation (2) is the governing finite-difference relation for the 
surface node of the slab where i = M. For a given physical prob
lem, at a given time level, T", the quantities \p, AX, BR, 0 „ , and 
9M-i" are all fixed. Then for a slab heating from initial constant 
temperature, Bo, A8M/AT > 0. Hence equation (2) may be solved 
for the maximum value of 6M consistent with the physically occur
ring phenomenon: #M"|max < A/(B + C (OM") 3). Previously it was 
noted that a nonlinear relation exists for the solution of the surface 
temperature. From equation (2) with the present restriction, of 
ABM/AT > 0 it may be noted that the fourth degree polynomial has 
four roots. Of these four roots two form a complex conjugate pair 

HEATING CASE 

e o .O .O i0 R . | .O ;> f -O .2 

flX-O.l J AND N» 0.0 

REAL BUT 
NEGATIVE" 

"2.2 -2.0 -S.8 -1.6 -1.4 -f.2 -1.0 -0.8-0.6 -0.4-0.2 0.2 0.4 0.6 0.8 1.0 12 

Fig. 1 Plot of AOM/AT versus (real) 0« with 0M_ -, as a parameter 

and two are real: 1 positive and 1 negative. Fig. 1 shows a typical 
plot of the real roots. Since the complex roots and the negative 
root can be eliminated on physical grounds, the root of interest in 
the present study is the positive one. 

Careful inspection of Fig. 1 reveals that the value of the dimen-
sionless absolute temperature is bounded in the interval [0, 1]; this 
is consistent with physical reality for the range of 0 M - i " - The ef
fect of heating versus cooling is also shown on Fig. 1 along with the 
effect of temperature of the node adjacent to the surface. Space is 
not available in the present work, but a plot of AOMI A T versus &M 
with ^ a s a parameter would reveal that the solution to 9 M" \ max is 
very sensitive for small values of \f/. Thus, physically it may be 
noted that if the time-step-size is too long, especially with small 
values of <p, thermodynamic principles (the second law) will be vio
lated and temperatures may oscillate violently. This is especially 
true for cases with high heat fluxes. This physical situation may be 
seen from the definition of \p, i-e., for small values of the thermal 
conductivity or large values of dimensionless temperature 8R. 

It is for the highly nonlinear boundary conditions that the pre
vious stability criteria for linear systems are not adequate. Thus, 
the instability manifests itself by violent oscillations of calculated 
values of temperature [5]. But because these oscillating values of 
temperature violate thermodynamic principles [4, 5], these tem
peratures are meaningless and must be discarded. However, the 
derivative method [5] of stability analysis has been found to be 
stable over the entire range of practical values of parameters. The 
result of that method is written: 99Mn+lIS9MU > 0 for a heating 
slab. 

Physical reality dictates that for the present heating slab: ABMI 
AT > 0. From equation (2) the solution for the maximum value of 
$M consistent with the previously given condition is obtained by it
erative numerical computations. This value of 9M is used in the 
governing equation for node M to be solved for AT to yield: 

A7 (A A')2 {0,," I max - 0,.,,"}/2 {0,,. 0,; 

r 'AA 'K 1 - (0,„")4| + XAX[6, 

' Numbers in brackets designate References at end of paper. 

This value of AT compares very favorably with the one from the 
derivative method. Fig. 2 shows the nature of the trend of the 
value of \p on the time-step-size and how AT varies with T. More
over, the value of AT appears to be bounded above by the constant 
temperature boundary condition and below by the linearized ra
diation boundary condition; see Fig. 2. 

Here it is noted that the surface node of this slab has the most 
restrictive stability conditions. For other geometries or boundary 
conditions, this may not be true [4]. One may prefer to use the "de
rivative" method to the present "explicit" method because the de-
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Flg. 2 Comparison of the "explicit method" and the "derivative method" 
of stability analysis 

rivative method can be written in a closed form. The present meth
od requires that the fourth degree polynomial be solved at each 
time step. And numerical difficulty in predicting AT may be expe
rienced near the steady-state solution. This work should supple
ment the work presented in [5]. Temperature results from the de
rivative method [5] were identical to those in the published litera
ture. However, results from stability conditions for linear equa
tions [6, 7] were found to be unstable above critical values of the 
radiation parameter [5]. And the derivative method yields the 
method of Dusinberre as a special case. Moreover, heating tended 
to be more restrictive numerically than did cooling. 

While the foregoing discussion centered on the case of a heating 
slab, a parallel argument holds for the case of a monotonically 
cooling slab. Note must be given to the difference in definition of \p 
and 0 for the heating versus the cooling case. Further, for cooling: 
AO/AT < 0. With the above limitations, these results, like those of 
the derivative method, hold equally well for heating and cooling 
slabs [4], but AT increases with time for the cooling slab. 

tions," PhD thesis, Mechanical and Aerospace Engineering, University of 
Massachusetts, 1973. 

5 Milton, J. L., and Goss, W. P., "Stability Criteria for Explicit Finite 
Difference Solutions of the Parabolic Diffusion Equation With Nonlinear 
Boundary Conditions," Int. J. Num. Meth. Engng. Vol. 7,1973, pp. 57-67. 

6 Dusinberre, G. M., "Numerical Methods for Transient Heat Flow," 
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7 Smith, G. D., Numerical Solution of Partial Differential Equations, 
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The Temperature of Cavity-
Type Solar Absorbers With a 
Circulating Fluid1 

C o n c l u s i o n s 
The present investigation reports the development of an "ex

plicit" stability criteria consistent with energy conservation princi
ples. Results from the solution of the governing fourth degree poly
nomial are consistent with those from the "derivative" method. 
The time-step-size appears to be bounded above by linear heat 
transfer and below by linearized radiation. 

While the present method has been applied to a conducting slab, 
it appears to be equally applicable to other areas where the para
bolic diffusion equation is applicable. Thus, it should prove to be a 
useful tool for explicit solutions to these problems and aid in un
derstanding stability of a certain class of problems with nonlineari-
ties. 
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Nomenclature 

A = area 
Q = radiative flux entering aperture 
t = dimensionless temperature, T/Trei 
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rivative method can be written in a closed form. The present meth
od requires that the fourth degree polynomial be solved at each 
time step. And numerical difficulty in predicting AT may be expe
rienced near the steady-state solution. This work should supple
ment the work presented in [5]. Temperature results from the de
rivative method [5] were identical to those in the published litera
ture. However, results from stability conditions for linear equa
tions [6, 7] were found to be unstable above critical values of the 
radiation parameter [5]. And the derivative method yields the 
method of Dusinberre as a special case. Moreover, heating tended 
to be more restrictive numerically than did cooling. 

While the foregoing discussion centered on the case of a heating 
slab, a parallel argument holds for the case of a monotonically 
cooling slab. Note must be given to the difference in definition of \p 
and 0 for the heating versus the cooling case. Further, for cooling: 
AO/AT < 0. With the above limitations, these results, like those of 
the derivative method, hold equally well for heating and cooling 
slabs [4], but AT increases with time for the cooling slab. 
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The Temperature of Cavity-
Type Solar Absorbers With a 
Circulating Fluid1 

C o n c l u s i o n s 
The present investigation reports the development of an "ex

plicit" stability criteria consistent with energy conservation princi
ples. Results from the solution of the governing fourth degree poly
nomial are consistent with those from the "derivative" method. 
The time-step-size appears to be bounded above by linear heat 
transfer and below by linearized radiation. 

While the present method has been applied to a conducting slab, 
it appears to be equally applicable to other areas where the para
bolic diffusion equation is applicable. Thus, it should prove to be a 
useful tool for explicit solutions to these problems and aid in un
derstanding stability of a certain class of problems with nonlineari-
ties. 
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Introduction 
The purpose of this brief is to provide a simple analytical ex

pression for the effective temperature of a cavity-type absorber of 
radiative energy when a heat transfer fluid is circulated through 
the cavity. By effective temperature, we mean that temperature 
which characterizes the radiative emission loss from the cavity ap
erture and which drives the absorbed energy into the heat transfer 
fluid. 

The model of the cavity under consideration is shown in Fig. 1. 
Fluid flowing at the rate m passes between the walls of the cavity 
and a perfectly insulated casing, and, by convective heat exchange, 
experiences the temperature rise (T/i0 — T/,J. Diffuse radiation 
flux, assumed to be uniformly distributed over the aperture area, 
enters the cavity, where it is partially absorbed, and this absorbed 
energy is conducted through the cavity wall into the heat transfer 
fluid. 

In two previous analyses of cavity-type absorbers [1, 2],3 perfor
mance was assessed for an assumed temperature distribution over 
the interior surface area of the cavity. Actually, however, in many 
applications the cavity temperature can be strongly influenced by 
the presence of the heat transfer fluid, and, hence, any a priori 
specification of this temperature can be very uncertain. In general, 
numerical solutions for the cavity temperature distribution, such 
as those reported in [3, 4], are required. 

The results of this brief are intended for use in estimating the 
effective cavity temperature (and thereby rank-ordering various 
cavity design options) and are not intended to supplant any de
tailed numerical calculations for the temperature distribution. 

The principal assumptions made are as follows: All physical 
properties are independent of temperature and are constants; re
flectivity and emissivity are independent of wavelength; the interi
or surface emits energy in a diffuse manner; and the temperature 
distribution over this surface is uniform and corresponds to the ef
fective cavity temperature. While a uniform cavity temperature is 
approached only under certain limiting situations,4 this assump
tion is made because it leads to an extremely simple analytical re
sult that accounts for all of the pertinent energy transfer processes: 
emission and reflection of energy from the cavity, conduction of 
energy through the cavity walls, and convection of energy by the 
heat transfer fluid. No restriction is placed upon the shape of the 
cavity, however, since the effects of cavity shape are incorporated 
into the apparent emissivity for that shape. (Literature sources for 
the apparent emissivities of various cavity shapes are cited later.) 
If the apparent emissivity is unknown for the particular cavity 
being considered it can be estimated as described herein. 

Theory 
An energy balance at the plane of the aperture requires that the 

difference between the incoming and outgoing radiative energies 
equals the energy conducted through the cavity wall, i.e., 

(<? - R)At = UA2(TC - Tf) (1) 

where U is the effective conductance of the wall plus wall-fluid 
boundary. The radiative flux leaving the cavity, R, is simply the 
sum of the reflected and emitted fluxes and is expressed as 

R=(l- €a)Q + e a a r c
4 (2) 

The apparent emissivity, e„, is a function of the actual emissivity 
of the cavity interior (c) and the cavity geometry. Sparrow and 
Cess [5] give graphs of ta for cylindrical, conical, and spherical 
cavities. (Results for the cylindrical and conical cavities are based 
upon numerical solutions of integral equations, while the results 

3 Numbers in brackets designate References at end of paper. 
4As examples of such situations, uniform cavity temperature is ap

proached as the magnitude of convective heat losses becomes small com
pared to radiative heat losses, and also as the transverse conductance of the 
wall decreases and the longitudinal conductance increases. 

Fig. 1 Radiation-conduction-convection heat transfer model of solar ra
diation cavity 

for the spherical cavity are based upon the analytical solution of 
reference [6].) A cavity having specularly reflecting surfaces may 
also be treated by the present formalism if the apparent emissivity 
of such a cavity is known. When dealing with cavity shapes for 
which there are not data for ea, it is possible to estimate «0 by as
suming that the cavity behaves as a two-zone enclosure (the zones 
being A 2, the interior surface area, and the fictitious surface 
formed by A\, the area of the aperture; see Fig. 1). For example, it 
can easily be shown that the apparent emissivity of a cavity having 
diffusely reflecting walls is given by 

e„ = 1/[1 + Ui /V)p /e ) l (3) 

Eliminating R between equations (1) and (2) 

oTj1 + U(TC - TfKA2/Ai)/(-a -Q = Q (4) 

The temperature difference appearing in equation (4) is the so-
called log-mean temperature difference (LMTD) that arises in 
heat exchanger theory. Omitting the details for brevity, it can be 
shown by an energy balance of the heat transfer fluid [7, p. 301] 
that, 

(Tc - ff) = {mC,JUAA{Tc - 2>t ,)[1 - e x p ( - K 4 , / » 7 C , ) ] (5) 

Substituting equation (5) into (4), and then normalizing the tem
perature by Tref where 

r r e t ^ (<?/*)"< (6) 
results in 

tc + Uc - tf, , ) « ( V ^ i ) ( l / e , , ) [ l - eM-H)]/H - 1 = 0 (7) 

Physically, Tiei is the temperature which would be attained by the 
cavity in the absence of heat transfer to the fluid; TTe{ is also the 
effective black-body temperature of the source. The parameter H, 
defined as UA2/(mCp), is simply the ratio of heat transfer capaci
ty rate of the wall to heat transfer capacity rate of the fluid. A 
large value of H implies that the increase in fluid temperature is 
large compared with the temperature drop across the wall plus 
film resistance, and vice versa. 

Equation (7) is a quartic equation which, as indicated below, has 
an exact solution. First, the role of the various terms in this equa
tion is briefly commented upon. The first term represents energy 
loss from the cavity by emission; the second term is a measure of 
energy transfer to the fluid and cavity reflection losses; and the 
constant term (—1) is the dimensionless radiative flux input to the 
cavity. When the coefficients of (tc — tf,0 are small (compared 
with unity), heat transfer from the cavity by mechanisms other 
than emission is small, and the cavity temperature approaches its 
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Fig. 2 Dimensionless cavity temperature as a function of the heat loss 
parameter, 0 

theoretical maximum value, e.g., tc = 1. On the other hand, when 
these coefficients become large, the limit tc = tp is approached. 

The solution of equation (7) is obtained following the method 
outlined in [8]. With the quantities D, B, and Y respectively de
fined as 

D = M(A,MiKVO[l - exp(~H)]/H (8) 

[the coefficient of (tc — tfj) in equation (7)] 

B = {1 +[(Dtfil+ l)/3f(4/D)l}in (9) 

and 

Y= GD 2 /2 ) 1 / 3 [ (B+ iy'*-{B-l)1'3] (10) 

the solution is found to be 

te = (1/2)[(2D/Yin - Y)in - r1'2] (11) 

R e s u l t s 
The solution of equation (7) is plotted in Fig. 2 as a function of 

the heat transfer parameter, D, for several values of the dimen
sionless fluid inlet temperature, tfj. This graph may be employed 
to obtain the temperature of any cavity shape for which the appar
ent emissivity is known. If the apparent emissivity for the cavity 
shape of interest is unknown, it may be estimated from equation 
(3). Once tc has been determined, the dimensionless temperature 
rise experienced by the heat transfer fluid may be computed from 

'/.o ' tf,i = (tc-tft.)[l-exp(-H)] 
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Radiation Shape Factors For 
Remote Gas Volumes 

C. S. Fang1 and H. W. Prengle, Jr. 

In recent years there has been considerable interest in the re
mote sensing of gases using the infrared spectroscopic method. 
When it is desired to determine the temperature and composition 
of a remote gas volume, the processing of data involves lengthy 
computations due to the volumetric integration in the energy 
transfer equation. As an attempt to solve these problems, this 
work proposes a simplified equation of radiative energy transfer, 
using a shape factor to eliminate the volumetric integration. 
Shape factors for remote gas volumes of various geometries are 
presented. 

The spectral radiant energy flux from an emitting gas volume 
to the surface of a telescope mirror, (fe, after atmospheric atten
uation, is [l]:3 

<h = S I 
K~„WBZ(T) COS ( -b ,n ) 

62 
\!AmdV, 

(1) 

where V and Am are, respectively, the volume of gas volume with
in the field of view and area of the surface of the telescope mirror 
which receives the radiant energy flux. Wm is the emissive power 
of the black-body at the gas temperature, T, and s is the path-
length of the flux beam b from dV to dAm. Ki and E> t r r l are, re
spectively, the linear absorption coefficients of the gas volume 
and the atmosphere. The vector n is the normal unit vector of 
dAm • Since there are n components in the gas volume, 

1=1 i=l 
(2) 

where,Kir.,i, kr,j, and pi are, respectively, the linear absorption 
coefficient, absorption coefficient ( c m - 1 a tm^1) , and the partial 
pressure of the ith component [2, 3], 

The temperature of the gas volume is assumed constant; this 
assumption is acceptable since the field of view usually is small 
(for example, 1 m in diameter at the distance of 70 m), and it 
does not cover the entire gas effluent. 

The shape of the gas volume depends on the volume itself and 
the size of the field of view of the telescope. When the field of 
view is small and completely covered by the gas, the gas volume 
V is approximately an inclined-cylindrical volume with one end 
facing the telescope. When the field of view is larger than the di
ameter of the gas volume, V is approximately a vertical-cylindri
cal volume as shown in Fig. 1. When the diameter of the field of 
view is equal to the diameter of the gas volume, and V and Am 

are at the same height from the ground, V is the volume enclosed 
by two perpendicular, equal-diameter cylindrical surfaces. 

If the gas volume is remote (i.e., Y is much larger than the di
ameter and length of the gas volume, as well as the diameter of 
Am), equation (1) reduces to: 

AM KxW, *me-*~v (3) 
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and 

Y= GD 2 /2 ) 1 / 3 [ (B+ iy'*-{B-l)1'3] (10) 

the solution is found to be 

te = (1/2)[(2D/Yin - Y)in - r1'2] (11) 
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The solution of equation (7) is plotted in Fig. 2 as a function of 

the heat transfer parameter, D, for several values of the dimen
sionless fluid inlet temperature, tfj. This graph may be employed 
to obtain the temperature of any cavity shape for which the appar
ent emissivity is known. If the apparent emissivity for the cavity 
shape of interest is unknown, it may be estimated from equation 
(3). Once tc has been determined, the dimensionless temperature 
rise experienced by the heat transfer fluid may be computed from 

'/.o ' tf,i = (tc-tft.)[l-exp(-H)] 
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of a remote gas volume, the processing of data involves lengthy 
computations due to the volumetric integration in the energy 
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uation, is [l]:3 
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where V and Am are, respectively, the volume of gas volume with
in the field of view and area of the surface of the telescope mirror 
which receives the radiant energy flux. Wm is the emissive power 
of the black-body at the gas temperature, T, and s is the path-
length of the flux beam b from dV to dAm. Ki and E> t r r l are, re
spectively, the linear absorption coefficients of the gas volume 
and the atmosphere. The vector n is the normal unit vector of 
dAm • Since there are n components in the gas volume, 
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where,Kir.,i, kr,j, and pi are, respectively, the linear absorption 
coefficient, absorption coefficient ( c m - 1 a tm^1) , and the partial 
pressure of the ith component [2, 3], 

The temperature of the gas volume is assumed constant; this 
assumption is acceptable since the field of view usually is small 
(for example, 1 m in diameter at the distance of 70 m), and it 
does not cover the entire gas effluent. 

The shape of the gas volume depends on the volume itself and 
the size of the field of view of the telescope. When the field of 
view is small and completely covered by the gas, the gas volume 
V is approximately an inclined-cylindrical volume with one end 
facing the telescope. When the field of view is larger than the di
ameter of the gas volume, V is approximately a vertical-cylindri
cal volume as shown in Fig. 1. When the diameter of the field of 
view is equal to the diameter of the gas volume, and V and Am 

are at the same height from the ground, V is the volume enclosed 
by two perpendicular, equal-diameter cylindrical surfaces. 

If the gas volume is remote (i.e., Y is much larger than the di
ameter and length of the gas volume, as well as the diameter of 
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where Y is the distance between the centers of the gas volume 
and the area A m. 

As shown in equation (3) the determination of the temperature 
and concentrations (partial pressures) of the gas volume requires 
the time-consuming solution of integral equation involving multi
ple integration for volume V. To avoid this difficulty, the equiva
lent pathlength, Le, is defined so that the radiant energy transfer 
from V to Am is: 

Q ~ = (1 - e-*7L*)Am-
%l(T).K,* 

yz 
(4) 

where As is the area of the gas volume as observed by the instru
ment, and can be calculated from a field-of-view equation for the 
telescope. 

In effect, equation (4) implies the conversion of a three-dimen
sional remote emitting gas volume V to a measurable two-dimen
sional surface Ag with the equivalent pathlength Le, while main
taining the concentration-related variable Ki in the equation for 
remote sensing. The equivalent pathlength can be calculated by 
comparing equations (3) and (4). 

The mean beam length reported extensively in the literature is 
used to calculate the radiant energy from a gas volume to all or 
part of its bounding surface [1]. The defining equations of the 
equivalent pathlength and the mean beam length are different 
due to their different geometries. The most significant difference 
in the geometry is that the energy receiving surface of the mean 
beam length is right next to the gas volume, while that of the 
equivalent pathlength is at some distance away from the gas vol
ume. The definition of Ag in the equivalent pathlength and the 
simplifying condition that Y is much larger than the dimensions 
of the gas volume are not applicable to the mean beam length. 
Therefore, it is expected that they have different numerical 
values, except the spherical gas volume. The equivalent path-
length of a remote spherical gas volume and the mean beam 
length of a spherical gas volume have the same numerical values 
at various Ki D's, because of their particular geometry. 

For convenience in studying the equivalent pathlength, the 
shape factor is defined as, 

'k<L (5) 

where Lc is a reference length. For the remote inclined-cylindrical 
gas volume, the reference length is equal to the length of volume, 
and Ag = TTR2, where ft is the radius of the cylinder. For a remote 
vertical-cylindrical gas volume, Lc = D or 2R, and Ag = DH -
2RH, where D and H are, respectively, the diameter and height of 
the vertical cylinder. For a remote gas volume enclosed by two 
perpendicular equal-diameter cylindrical surfaces, Lc = D or 2ft, 
and Ag = wR2, where R is the radius of cylinders. 

GROUND LEVEL 

Fig. 1 Remote vertical-cylindrical gas volume 
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Fig. 2 Shape factors 

From equations (3), (4), and (5), the shape factor of the remote 
inclined-cylindrical gas volume is unity. Similarly, the shape fac
tor of the remote vertical-cylindrical gas volume is given by the 
following equation, 

_ 1 0.5 i 2ir 

ln[l-KvRf f f 
p*=0 r* = 0 ' 4=0 

2KzR 

i a + J \ , r - cos a t / 1- ( r * sin a ) 
-K„R cos 0 

d<pdr*dp*} (6) 

where r* and p* are, respectively, r /R (reduced radius vector) and 
p/H (reduced vertical coordinate), and <A is the angular coordi
nate. The origin of the coordinates is at the center of the volume. 
8 represents the angle between the ground level and the line con
necting the centers of Am and V. 

The shape factor of a remote gas volume enclosed by two per
pendicular equal-diameter cylindrical surfaces is: 

-1 

2KVR 
ln[ l - • - / v r T ^ T i ' ( l -2K~R-/l.x' 

)dx] (7) 

where x is r/R (reduced radius vector). 
Numerical values of shape factors of these two gas volumes at 

various values of Ki D are shown in Fig. 2, and were calculated 
by equations (6) and (7), using the mechanical cubature method 
coupled with Weddle's rule [4J in the multiple integrations. For 
optically thin gases (i.e., K-„ Le <K 1), the shape factor is indepen
dent of the concentration or Ki Le as shown in the figure. 

The spherical gas volume is an interesting case having the 
smallest shape factor among the. various geometries considered. It 
can be calculated from equations (3) and (4) as others. It's numer
ical values agree with the results given by Hottel and Sarofim [1]. 

A real gas volume from an exhaust pipe or stack is approxi
mately a volume enclosed by three or four quadratic surfaces. It 
appears reasonable to consider the shape of a remote real gas vol
ume to be in between an inclined-cylindrical volume and a verti
cal-cylindrical volume. Thus, the shape factor of the remote gas 
volume enclosed by two equal-diameter cylindrical surfaces, given 
by equation (7), is a reasonable approximation for the shape fac
tor of a remote real gas volume. The interchange factor, similar to 
the shape factor a, has been discussed by Edwards and Balak-
rishnan [5J. 

In remote sensing Qi is measured at various frequency posi
tions and ranges for determination of the concentrations of the 
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gases. To determine the temperature of the gas volume, Qp is 
measured over the total spectral range (e.g., 500-4000 c m - 1 ) . In 
either case, equation (4) greatly reduces the time required for the 
data processing. In refinery or chemical plants, the diameter of 
the stack or exhaust pipe and its distance Y are known. Knowing 
Y, H can be calculated from the field of view equation for the tel
escope. D can be estimated from the diameter of the stack and 
the expansion of the effluent gas [6]. 

The spectral emissivity of the remote gas volume is'tf, and 
from equation (4) can be calculated by, 

€S = 1 - e'*!**' " (8) 

The Initiation of Boiling During 
Pressure Transients 

J. Weisman,1 G. Bussell,2 and T. Hsieh3 

N o m e n c l a t u r e 

Pv = vapor pressure, dynes/cm2 

r = radius of cavity, cm 
Pi = system pressure, dynes/cm2 

a = surface tension, dynes/cm 

I n t r o d u c t i o n 
Boiling initiation on metal surfaces during pressure transients 

has been previously examined using completely degassed water. 
The previous investigations [1, 2]4 of boiling during rapid depres-
surization indicated some bubbles appeared almost immediately. 
This result is consistent with the pressure-time history model [3, 
4] for the conditions examined. In boiling from a reentrant cavity, 
the incipient superheat is determined from 
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Numerical values for two remote gas volumes were calculated 
by equation (8) and the results of multiple integrations in equa
tions (6) and (7). A plot of the spectral emissivity versus Ks D is 
shown in Fig. 3. The effect of the angle 9 on the spectral emissiv
ity is negligible. The spectral ernissivities of the remote inclined-
cylindrical and spherical gas volumes are included for compari
son, since they have the largest and smallest shape factors. 

Atmospheric attenuation of radiant energy flux exists in the 
entire spectrum, including the "atmospheric window" region from 
8 to 13 microns [7], It is represented by the last term in equation 
(4), where Kp a t m is calculated according to equation (2) for CO2 
and H20-active regions, and the atmospheric window region using 
Kondratyev's data [7], The temperature, humidity and CO2 par
tial pressure of the atmosphere are measured at the site of the 
telescope and assumed constant between the telescope and gas 
volume. 
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providing noncondensibles are not present. When an overpres
sure, Pi', is applied, the cavity is flooded when 

PL> a f + Pv (2) 

If the pressure is reduced, boiling resumes when equation (1) is 
satisfied with r = (Pi,' - P,,)/2o. High initial superheats are re
quired when P i ' i s appreciable. 

Madhaven and Messier [1] applied no overpressure. Surface 
cavities were unflooded and available for nucleation. Although 
Kenning and Thirunavukkarasu [2] applied an initial overpres
sure, the pressure was dropped substantially below saturation 
very quickly. Within the data accuracy, the pressure reached was 
low enough to activate unflooded cavities. Bubble growth could 
thus begin immediately. 

When an overpressure is. applied with a noncondensible gas 
present, small bubbles can remain at the cavity base. If pressure 
is slowly reduced, vapor diffuses into the bubble which then grad
ually fills the cavity. Boiling can begin at a superheat below that 
indicated by the maximum radius of the unflooded cavities. 

During rapid depressurization, the finite time to fill the cavity 
may be significant. It is possible that boiling begins at a super
heat above that obtained when pressure is slowly reduced but 
below that computed using the maximum unflooded radius. This 
research was designed to determine whether such a difference ex
isted. . 

E x p e r i m e n t a l A p p r o a c h 
Bubble growth studies are generally conducted using high 

speed photography. Since this is cumbersome, an alternative pro
cedure based on a scheme by Ram [5] is used. Ram observed that 
appearance of bubbles on a surface caused intensity fluctuations 
in a light beam passing over that surface. In this investigation, 
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If the pressure is reduced, boiling resumes when equation (1) is 
satisfied with r = (Pi,' - P,,)/2o. High initial superheats are re
quired when P i ' i s appreciable. 

Madhaven and Messier [1] applied no overpressure. Surface 
cavities were unflooded and available for nucleation. Although 
Kenning and Thirunavukkarasu [2] applied an initial overpres
sure, the pressure was dropped substantially below saturation 
very quickly. Within the data accuracy, the pressure reached was 
low enough to activate unflooded cavities. Bubble growth could 
thus begin immediately. 

When an overpressure is. applied with a noncondensible gas 
present, small bubbles can remain at the cavity base. If pressure 
is slowly reduced, vapor diffuses into the bubble which then grad
ually fills the cavity. Boiling can begin at a superheat below that 
indicated by the maximum radius of the unflooded cavities. 

During rapid depressurization, the finite time to fill the cavity 
may be significant. It is possible that boiling begins at a super
heat above that obtained when pressure is slowly reduced but 
below that computed using the maximum unflooded radius. This 
research was designed to determine whether such a difference ex
isted. . 

E x p e r i m e n t a l A p p r o a c h 
Bubble growth studies are generally conducted using high 

speed photography. Since this is cumbersome, an alternative pro
cedure based on a scheme by Ram [5] is used. Ram observed that 
appearance of bubbles on a surface caused intensity fluctuations 
in a light beam passing over that surface. In this investigation, 
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Fig. 2 Wall superheat required to initiate boiling on unhealed ribbon 

the first appearance of these fluctuations was used to indicate 
boiling initiation. 

The apparatus (Fig. 1) contains the water under study in a 3 X 
1% in. glass cross. Glass plates covering the ends of the IV2 in. 
arms allow a light beam to traverse the cross. Tubing lines from 
the flanges affixed to the ends of the 3 in. arms connect the sys
tem fluid to a pressure source via a mercury seal. Immersion 
heaters allow the fluid to be heated as desired. 

The boiling surface is a %6 x 10% in. nichrome ribbon (rough
ness ~70 juin-) placed horizontally. The collimated light beam 
was focused along a 1 inch ribbon section and aligned with the 
photomultiplier tube. Connection to a battery allowed ribbon 
heating. 

The pressure was measured by a thin film strain gage pressure 
transducer. The pressure signal and photomultiplier output were 
fed to a dual beam oscilloscope and data obtained by photo
graphing the oscilloscope traces. 

The system was evacuated to 15-20 mm Hg prior to filling and 
degassed water sucked into the system. It is estimated that this 
fill procedure left an air partial pressure of about 0.02-0.03 atm. 

To conduct a test, the solenoid to the gas source was opened 

and high pressure maintained for ~ 3 min. The pressure transient 
was then produced by simultaneously closing the gas supply sole
noid while opening the solenoid to the low pressure chamber. A 
needle valve in the exhaust line controlled the depressurization 
rate. 

Experimental Results 
The first tests were conducted with the nichrome ribbon un-

heated. Experiments were initiated at ~35 psia and pressure re
duced at rates ranging from ~65 psi/s to ~ 4 psi/s. These rates 
are approximate since the fall rate at the beginning of the tran
sient was considerably higher than at the end. 

Fig. 2 shows the results expressed in terms of the wall super
heat at the onset of boiling. All points shown are the averages of 3 
to 5 observations. Since the ribbon was not cooled until boiling 
began, the wall superheat is the difference between the initial 
water temperature and the saturation temperature corresponding 
to the pressure at which boiling began. 

Fig. 2 shows the superheat required to initiate boiling increases 
as the depressurization rate increases. The superheats obtained 
at the lower depressurization rates approach a single curve. This 
may be expected since the superheats at the lowest pressure re
duction rates can differ only slightly from steady state values. 
These data are therefore taken as a good approximation of steady 
state superheats. 

The 3-4°C superheats observed at the lowest depressurization 
rate are significantly below those expected if a noncondensible 
gas were not present. For example, at 110°C the pressure-time 
history theory predicts that a 35 psi overpressure requires a su
perheat >24°C. The low superheats observed can be explained by 
bubbles being retained at cavity bases during overpressure condi
tions. 

To be certain that the first boiling in the system was on the 
ribbon, additional tests were run with the ribbon heated at a sur
face heat flux of 11 X 103 Btu/hr ft.2 Use of this data requires 
ribbon temperature as a function of heat flux and water tempera
ture. This was obtained by slowly reducing the system pressure 
until boiling was observed. The inception of boiling was assumed 
to occur at the steady state superheat previously determined. The 
ribbon temperature is then the observed saturation temperature 
plus the steady state superheat. 

Superheats in the electrical heating tests were higher than 
those obtained at comparable pressure reduction rates without 
heating. A consistent pattern emerges from consideration of the 
time between the instant the pressure reaches the level at which 
boiling is expected and the instant at which boiling was observed. 
The delay time of Fig. 3 is the time interval between the observa
tion of light beam fluctuations and the instant pressure reached 
the level at which steady state boiling is expected. Delays ranged 
from 1.6 sec. to 65 ms. Note that the highest and lowest depressu
rization rates of Fig. 3 used a heated ribbon while the intermedi
ate rate used an unheated ribbon. 

As in Fig. 2, the depressurization rates of Fig. 3 have been des
ignated by average values. Fig. 4 shows the actual pressure time 
histories. 

Since observed delay times were longer than expected, the re
sults.were verified using high speed photography. The experiment 
at the 100 psi/s depressurization rate and 126°C ribbon tempera
ture was repeated with photographic observation. The photo
graphs indicated boiling began 0.26 s after transient initiation. 
This corresponds to a 0.185 s delay time and compares to 0.17 s 
by the light beam technique. 

It may be argued that the calculated delays resulted from tem
perature or pressure measurement error. Although ribbon temper
atures were inferred from steady state conditions, these tempera
tures were not used to compute delay times. Delays were based 
on the measurements of the pressure for steady state boiling. 
Proof that pressure level measurement errors were not responsible 
is furnished by runs in which essentially all delay time occurred 
after the pressure reached its lowest value. 
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delay times taking mass transfer as controlling and C, the water 
vaporization coefficient, as having a value of 0.01-0.02 for the 
temperatures considered [7]. The solid lines of Fig. 3 represent 
Bussell's calculations. Further verification of this suggestion is re
quired. 
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Submerged Isothermal 
Bodies 
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Nomenclature 

= ftkAT/ifi,- - pg) Pfh'fg 
= specific heat of condensate 
= gravitational acceleration 
= heat transfer coefficient; bar denotes average over the 

body 
hfg, h'fg = latent heat of vaporization; prime denotes h/g cor

rected to include sensible heat of subcooling in the 
film, h'fg = hfg+ 0.68 CpAT 

configurational constant 
thermal conductivity of condensate 
total length of travel of the condensate 
Nusselt number, hL/k 
characteristic width of the body defined in equation (2) 
angle defined in Table 1 
difference between saturation temperature and wall 

temperature 
ix = viscosity of condensate 

Pf, pg - densities of liquid and saturated vapor, respectively 

h,h 

K = 
k = 
L = 

Nu/, = 

CY = 

AT = 

Conclusion 
Under appropriate conditions, measureable delays in boiling 

initiation can be encountered. Bussell [6] assumed the delay 
times represent the time to fill surface cavities. He calculated 
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Since Nusselt's [ l]3 initial analysis, many studies of laminar film 
condensation heat transfer from submerged isothermal bodies 
have been made. These studies (e.g., [2, 3]) show that for small film 
subcooling and for Prandtl number > 0 (1), the average Nusselt 
number for a particular body can be written as: 

mL = KigLt/A)*'* U) 

where A = nk&TKp/ — pg) Pfh'fg, L is a characteristic length (in 
this note it will be taken as the total length of travel of the conden
sate), and if is a constant which reflects the influence of geometri
cal configuration of the body and its orientation in relation to the 
gravitational field. 

Nusselt originally showed that K = 0.943 for vertical plates and 
a number that has subsequently been corrected to 0.815 for hori
zontal cylinders.4 We recently [3] showed how to compute K for a 
very broad class of problems by replacing g with an effective gravi
ty that took account of body shape. 

Our aim in this note is to show the existence of a commonality in 
the average laminar condensation heat transfer rates from various 
bodies. We do this by first showing that the constant, K, can be 
approximately correlated with an appropriate configuration pa
rameter for the range of "reasonable" (nonpathological) body 
shapes. This correlation will make it possible to guess K for most 
unknown shapes within a few percent accuracy. The configura-
tional parameter, r, is defined as: 

= hor izonta l c r o s s - s e c t i o n a l a r e a of the body . . 
~~ run-off a r e a of the condensa te 

mass flow rate of condensate had to be imposed at the junction of 
two bodies. The numerical values of K for several configurations5 

are listed in Table 1. 
We terminated the evaluation of Nusselt number for the bodies 

of variable shape, as the body becomes increasingly flat. For small 
angles of inclination the condensate film becomes increasingly 
thick and is more susceptible to hydrodynamic instability, espe
cially on the underside. The heat transfer is no longer explained by 
Nusselt's solution. This observation was made earlier by Gerst-
mann and Griffith [4], The static head instead of gravity force in 
the direction of flow takes over as the condensate driving mecha
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preciable until the surface becomes nearly horizontal. Thus since 
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slightly inclined surfaces, we terminated the calculations arbitrari
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The value of Nusselt number for a diamond cylinder, elliptic 
cylinder, and abutted cones were first plotted as a function of r in 
Fig. 1. The points for a vertical plate, horizontal cylinder, and 
sphere are also included in the figure. The geometrical configura
tion of the abutted cones allows the highest heat transfer coeffi
cient whereas the elliptic cylinders have the least. The two ex
tremes remain within ±10 percent of the diamond cylinder values. 

For any body of hybrid shape we would expect the Nusselt num
ber to lie somewhere between the values for the shapes composing 
the body. This fact was explicitly brought out when we evaluated 
the Nusselt number for a circle-diamond cylinder both in the up
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We neglected the end surface area when evaluating the condensate 
run-off area of the cylinders as the cylinders are assumed to be in
finite. 

The constant K is evaluated numerically using the same method 
as suggested in [3]. While carrying out the evaluation of the Nus
selt number for composite bodies, the condition of continuity of 

C o n c l u s i o n 
We have evaluated the average Nusselt number for several dif

ferent bodies most of which have not been treated previously. 
These evaluations show that an estimate of the average Nusselt 
number can be made within a few percent of exact value without 
going through tedious numerical calculations. A similar observa-

3 Numbers in brackets designate references at end of technical brief. 
4 The constant is 0.729 if L is defined as the cylinder diameter instead of 

half the circumference as it is here. 

5 The evaluation of Nusselt number for elliptic cylinder was done by Mr. 
Amir Karimi. His contribution is gratefully acknowledged. 

Table 1 Numerica l evaluat ion of Nusselt n u m 
ber for various bodies 

a/2 I 
(Degrees) 

'-*• \ z 

K 

0.171 

0.250 

0.354 

0.433 

0.492 

0.498 

0.928 

0.910 

0.864 

0.793 

0.039 

0.113 

0.318 

0.396 

0.430 

0.943 

0.930 

0.901 

0.898 

0,815 

0,742 

0..222 

0 .280 

0.387 

0.388 

0.895 

0.881 

t ~ ^ j ^ = J 

0.222 

0.280 

0.387 

0.388 

0.896 

0.880 

0.171 

0.250 

1.023 

1.003 

^ 
Last en t ry is a scale sketch of the body at the point where calculat ions and the curve are terminated 
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tion has been made for natural convection heat transfer from sub
merged bodies [5]. 
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Note, on Forced Heat Transfer 
Over Thin Needles 

Chang-yu Liu1 and Liang-jy Leu1 

Narain and Uberoi [l]2 presented a note on forced heat transfer 
over thin needles with constant wall temperature and neglecting 
the dissipation term in the thermal energy equation. In this note 
it is found that if the wall temperature is of the form 

Tiv-T„= NX" 

and if the dissipation term is retained 

(1) 

1 National Taiwan University, Taipan, Taiwan. 
2 Numbers in brackets designate References at end of technical brief. 
Contributed bv the Heat Transfer Division of THE AMERICAN SOCI

ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division, April 8,1974. 
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dT , 0T k a „ 9 T , v ,du.2 
dx 3r r dr Br c„ dr' (2) 

a similarity transformation can also be obtained, where x and r 
are, respectively, the coordinates parallel and normal to.the axis 
of the needle, u and v are their corresponding velocity compo
nents, k, v, and cp are standard notations of fluid properties, and 
/Vis a constant. 

Defining the dimensionless stream function and temperature 
distribution in the form 

ib 

0 = 

vx4>(z) 
T-T. 

T T. 

where 
Ur* 
vx 

We can transform equation (2) into 

1 
(zQ'Y + ~Pr((b6' - m<b'6) + APrEz<b"2 = 0 (3) 

For the case of constant wall temperature (m = 0), equation (3) 
becomes 

(zB'Y + ̂ Prd>9' = - 4 P r E z « " 2 (4) 

By using a similar procedure as discussed by Schlichting [2] for 
the case of the flat plate, we assume that the general solution of 
equation (4) is composed of two functions of the form 

= clel +\EO2 (5) 

where B\ denotes the general solution of the homogeneous equa
tion with a prescribed temperature difference between the wall 
and free-stream, f)2 denotes a particular solution of the nonhomo-
geneous equation with an adiabatic wall condition, and C"i is a 
constant to be determined later. Thus h and 82 satisfy the fol
lowing equations 

z0" + (1 + i p r 0 ) 0 i ' = 0 , e^a ) = 1 . 0 , H = 0 (6) 

and 

1 
z62" + (1 +7rPr<b)92' =-8Przd> e2'(a) = o, e2H = o 

(7) 

With the boundary conditions at the wall, equation (5) can be 
written as 

e =[i-^Ee2{a)]ei + 1 E 6 2 

Narian and Uberoi [1] have shown that r/> can be written as 

-(z(l>"Y 
6 = 

<b' 

(8) 

(9) 

Thus, the solution of equations (6) and (7) take the form: 

r-(_z6")Pr 

Jr) 
• dz 

<6r = 

ZPr^<b"Pr{P 

(10) 

Upr<t>"^Prdz)dz (11) 

94 = 1 - « ' ( Z ) = 1 - ^ 

h = 8 P r / 
n 

For the particular case of Pr = 1, we have 

(12) 

02 =4-<p'2 (13) 

Equation (12) assumes that the temperature distribution 0t is 
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analogous with the velocity profile. Both equations (12) and (13) 
have a similar form as that presented by Schlichting [2]. 

Substituting equations (10) and (11) into equation (8), finally 
we get the solution 

= [l-±E6t(a)] 

r-Wfr. 
J" z ^ 

/ • < • < * * " > * & 

+ 4P.E 

z 

<b"Pr{f\ ,i-K prdz)dz (14) 

Equation (14) reveals that if <t>"(z) can be calculated from mo
mentum equation, then 0 can also be calculated for various com
bination of Pr, E, and a. Fig. 1 shows the temperature profiles. 
For large positive value of E the boundary layer near the wall is 
warmer than the wall itself owing to the generation of friction 
heat which is consistent with the case of flat plate. 

If the Nusselt number is defined as 

N « , = 
dr 

Tw- T. 

the following relation can be obtained 

NvjjRe, -1/2 • 2V^e 1 ' («)[ i - j j -£e 2(f l ) ] 

(15) 

(16) 

Fig. 2 shows NujRe*"1 '2 for various values of Pr, a, and E. For 
constant values of Pr and a, Nu^Re! - 1 7 2 is linear variation with 
E. 

If the Nusselt number is defined as 

N u . = 

tfdT\ 

Tiv - Tr 

where Tr is the adiabatic wall temperature, we have 

Nu^Re, -1/2 = - 2-fa.e (a) 

(17) 

(18) 

For the case of E = 0 and m =>= 0, the exact solution of the temper
ature profile can not be found, but can be calculated by computer. 
For this case the Nusselt number is usually defined by equation 
(15). Fig. 3 shows Nu xRe x~ 1 / 2 for various values of Pr, a, and m. 
This figure has a similar shape as presented by Kundsen and Katz 
[3] for the case of flat plate. It can be seen that for m > - 1 heat 
transfer is from the surface to the stream. For the case of m = — 1, 
there is no heat flux between the surrounding fluid and the needle 
surface. The decrease in temperature due to heat transfer from the 
fluid near the surface to the outer edge of the stream is just balanced 
by the decrease in wall temperature. 
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One difficulty frequently encountered in employing empirical 
heat transfer correlations for natural convection from a body to 
an enclosed fluid involves determining the range of relative gap 
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widths for which such correlations are applicable. This topic is 
pursued in the current note. 

For natural convection from an isothermal sphere to water, the 
correlation equation given by Amato and Tien [l]2 is 

NuD = 2 . 0 + 0 .5(RaD ; ,0.25 (1) 

while for water contained between isothermal concentric spheres, 
Scanlan, Bishop, and Powe [2] have correlated natural convection 
heat transfer rates with the equation 

NuD = 0.0874(RaD)°-2 ? 9( l + L/rt)(L/r{} (2) 

Examining equation (2), it may be observed that the Nusselt 
number, NuD, predicted is unbounded for very large relative gap 
widths, L/n. However, in the physical system it is known that 
this Nusselt number must actually be bounded. Thus, it is hy
pothesized that the limiting value of the Nusselt number for large 
relative gap widths will be that value predicted by equation (1) 
for heat transfer to an infinite atmosphere. Equating Nusselt 
numbers in equations (1) and (2), therefore, results in an expres
sion for L/ri% and this value of L/n is the largest for which the 
relation developed for concentric spheres should be employed. 

In the other extreme, as the relative gap width becomes very 
small, the heat transfer would be expected to occur by pure con
duction. In terms of the Nusselt number, the conduction solution 
may be expressed as 

N u n = 2 + 2 ( L / r i ) " 1 . (3) 

By comparing values of the Nusselt number predicted from equa
tions (2) for a typical Rayleigh number with those predicted by 
equation (3), it is observed that, as the relative gap width is de
creased from some large value, a point is eventually reached 
where the Nusselt number predicted for free convection becomes 
smaller than that predicted for conduction. However, this is cer
tainly not in agreement with physical expectations. Therefore, 
the limiting relative gap width for which the pure conduction so
lution should be employed is taken to be that at which the Nus
selt numbers predicted by equations (2) and (3) become equal. 

A typical plot of the Nusselt number as a function of the rela
tive gap width for a Rayleigh number of 109 is shown in Fig. 1. 
This plot indicates that the conduction solution should be uti
lized for relative gap widths less than about 0.07 and that the 
inner sphere should be taken as transferring heat to an atmo
sphere of infinite extent for relative gap widths greater than 
about 2.25. For relative gap widths between 0.07 and 2.25, the 
heat transfer must be evaluated using enclosure results. One haz
ard in using this scheme is evidenced by the discontinuities in 
slope indicated in Fig. 1. Certainly such discontinuities would not 
be expected, but in the absence of additional experimental infor
mation this scheme may be used to obtain an estimate of the 
ranges of validity of the various equations. 

By repeating the calculations yielding the curves shown in Fig. 
1 for various Rayleigh numbers, a band of values of limiting rela
tive gap widths can be determined. The results of such a series of 
calculations are shown in Fig. 2. Also included in this figure are 
results for air obtained using the equation given by Yuge [3], 

NuD = 2 . 0 + 0.428(RaD) 0- 2 5 , (4) 

for an atmosphere of infinite extent and the equation given by 
Scanlan, Bishop, and Powe [2], 

NuD = 0.1917(RaD)°-2 5 2( l + L / r , ) ( i / r , ) - ' -0.185 (5) 

for concentric spheres. 
When employing these results, the range of available experi

mental data for enclosures shown in the figure should certainly be 
noted. In applying these results to Rayleigh numbers and relative 
gap widths outside this range, considerable uncertainty may be 

1 Numbers in brackets designate References at end of technical brief. 
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Fig. 1 Variation of Nusselt number with relative gap width for heat loss 
from a sphere to water, Rao = 109 

involved, but it is felt that this currently represents the best 
scheme available for predicting the heat transfer in these regions. 

For cylindrical configurations, many more empirical equations 
are available for both confined and unconfined fluids than in the 
case of spheres. For natural convection from an isothermal cylin
der to a fluid of infinite extent, the expressions presented by Hol-
man [4] can be used to predict the heat transfer rates for a wide 
range of Rayleigh numbers and Prandtl numbers. Even though 
slightly better accuracy could be obtained through use of the data 
of Gebhart, Audunson, and Pera [5], Holman's expressions will be 
used for convenience. It is indicated that these relations are accu
rate to within about ±15 percent. Since these results are readily 
available they will not be reproduced here. For natural convection 
between long, horizontal, isothermal, concentric cylinders Liu, 
Mueller, and Landis [6] indicate that theat transfer rates are 
given by the equation 

N u r 

0 .1513 P r 0.278 

ln(l + L/r{) 1.36 + Pr (Ra^-^a/Vi)0-8 . (6) 

For pure conduction between concentric cylinders, the heat trans
fer is given by 

ENCLOSURE LIMITS FOR AIR 
ENCLOSURE LIMITS FOR WATER 

y///, RANGE OF DATA OF BISHOP, MACK, a SCANLAN FOR AIR 
^ ^ RANGE OF DATA OF SCANLAN, BISHOP, a POWE FOR WATER 

L/r, 

' — — _ ^ INFINITE ATMOSPHERE 

OOB 

0O6 

LOG (RaD) 

Fig. 2 Limits of applicability of various correlation equations for natural 
convection from a sphere 
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N o m e n c l a t u r e 

The following are added to the nomenclature used in [1] 
Dh = hydraulic diameter of annulus, 2(r2 - ri) 

h = local heat transfer coefficient based on area of heated sur
face 

t = fluid temperature at any point 
tm = temperature over any cross section 
to = fluid temperature at annulus entry 
tw = isothermal wall temperature 
N = annulus radius ratio, r\jri 

Nu( = local Nusselt number, hDh/k 
Pr = Prandtl number, ncp/k 
Re = Reynolds number, pDhVz/n 
Ta = Taylor number, 202n2b3 /»2(r1 + r2) 

z = axial coordinate 

t = dimensionless axial coordinate, 2z(l - iV)/r2Re 
6 = dimensionless temperature, (t - ta)/(tw - to) 

Om = dimensionless mixing cup temperature, (t„, - to)/(tw - to) 

NuD = 2/ln(l + L/r{) (7) 

As in the case of the spherical configuration a band of values of 
limiting relative gap width may be determined, and these are 
shown in Fig. 3 for Prandtl numbers of 0.7 and 3000. Again, cau
tion should be exercised in applying the results outside the range 
of available experimental data. 

In conclusion, a systematic investigation of the limits of rela
tive gap width for which available correlation equations for natu
ral convection heat transfer in enclosures are applicable is pre
sented. Specifically, existing results for long, horizontal, isother
mal, concentric cylinders and for isothermal, concentric spheres 
are studied. Heat transfer rates for large relative gap widths are 
shown to be limited by those obtained for free convection to a 
fluid of infinite extent, and this criteria is used to calculate a 
maximum relative gap width for which the enclosure equations 
are applicable. A minimum relative gap width for applicability of 
the enclosure equations is determined by the pure conduction 
limit. It is observed that substantial errors in the heat transfer 
rate may be incurred if proper consideration is not given to these 
limiting relative gap widths. 

Acknowledgment 
The work reported in this paper was supported by the National 

Science Foundation under grant GK-31908. 

References 
1 Amato, W. S., and Tien, C, "Free Convection Heat Transfer From 

Isothermal Spheres in Water," International Journal of Heat and Mass 
Transfer, Vol. 15, 327-339,1972, pp. 327-339. 

2 Scanlan, J. A., Bishop, E. H., and Powe, R. E., "Natural Convection 
Heat Transfer Between Concentric Spheres," International Journal of Heat 
and Mass Transfer, Vol. 13, 1970, pp. 1857-1872. 

3 Yuge, T., "Experiments on Heat Transfer From Spheres Including 
Natural and Forced Convection," JOURNAL OF HEAT TRANSFER, 
TRANS. ASME, Series C, Vol. 82,1960, pp. 214-220. 

4 Holman, J. P., Heat Transfer, Third ed., McGraw-Hill, New York, 
1972. 

5 Gebhart, B., Audunson, T., and Pera, L., Proceedings of the Fourth 
International Heat Transfer Conference, Paris, 1970. 

6 Liu, C. Y., Mueller, W. K., and Landis, F., "Natural Convection Heat 
Transfer in Long Horizontal Cylindrical Annuli," International Develop
ments in Heat Transfer, Paper No. 117, Boulder, Colo., 1961, pp. 976-984. 

I n t r o d u c t i o n 
In a recent publication, [I]3 the authors obtained a numerical so

lution of the boundary-layer equations representing laminar flow 
with constant physical properties in the entrance region of concen
tric annuli with rotating inner walls. The main aims of this techni
cal brief are: (1) To show the extent to which the rotation of the 
inner cylinder affects the entrance-region laminar flow heat trans
fer when the speeds of rotation of the inner cylinder are lower than 
the critical speeds at which Taylor-vortices are generated. (2) To 
discuss the limitations on the values of Re2/Ta in order that lami
nar solutions may be available over the entire development length. 

Problem Formulation, Simplifying Assumptions, and 
Method of Solution 

The equations of conservation of momentum and mass can be 
solved to determine the hydrodynamic characteristics of the entry-
length (see [1]), after which the energy equation can be solved 
using the velocity profiles previously obtained from the hydrody
namic calculations. Under the assumptions of [1], the energy equa
tion, for an axisymmetric flow in the entry region of an annulus 
with a rotating inner cylinder, is 
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Vr^T + Vz7T 

r dr Or 

= a - —(r— )1 lr dr drn (1) 

in which the axial diffusion is neglected. The following two ther
mal boundary conditions have been considered in this investiga
tion. 

Case (a): The outer wall is isothermal while the inner wall is adi-
abatic i.e., 
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are applicable. A minimum relative gap width for applicability of 
the enclosure equations is determined by the pure conduction 
limit. It is observed that substantial errors in the heat transfer 
rate may be incurred if proper consideration is not given to these 
limiting relative gap widths. 

Acknowledgment 
The work reported in this paper was supported by the National 

Science Foundation under grant GK-31908. 

References 
1 Amato, W. S., and Tien, C, "Free Convection Heat Transfer From 

Isothermal Spheres in Water," International Journal of Heat and Mass 
Transfer, Vol. 15, 327-339,1972, pp. 327-339. 

2 Scanlan, J. A., Bishop, E. H., and Powe, R. E., "Natural Convection 
Heat Transfer Between Concentric Spheres," International Journal of Heat 
and Mass Transfer, Vol. 13, 1970, pp. 1857-1872. 

3 Yuge, T., "Experiments on Heat Transfer From Spheres Including 
Natural and Forced Convection," JOURNAL OF HEAT TRANSFER, 
TRANS. ASME, Series C, Vol. 82,1960, pp. 214-220. 

4 Holman, J. P., Heat Transfer, Third ed., McGraw-Hill, New York, 
1972. 

5 Gebhart, B., Audunson, T., and Pera, L., Proceedings of the Fourth 
International Heat Transfer Conference, Paris, 1970. 

6 Liu, C. Y., Mueller, W. K., and Landis, F., "Natural Convection Heat 
Transfer in Long Horizontal Cylindrical Annuli," International Develop
ments in Heat Transfer, Paper No. 117, Boulder, Colo., 1961, pp. 976-984. 

I n t r o d u c t i o n 
In a recent publication, [I]3 the authors obtained a numerical so

lution of the boundary-layer equations representing laminar flow 
with constant physical properties in the entrance region of concen
tric annuli with rotating inner walls. The main aims of this techni
cal brief are: (1) To show the extent to which the rotation of the 
inner cylinder affects the entrance-region laminar flow heat trans
fer when the speeds of rotation of the inner cylinder are lower than 
the critical speeds at which Taylor-vortices are generated. (2) To 
discuss the limitations on the values of Re2/Ta in order that lami
nar solutions may be available over the entire development length. 

Problem Formulation, Simplifying Assumptions, and 
Method of Solution 

The equations of conservation of momentum and mass can be 
solved to determine the hydrodynamic characteristics of the entry-
length (see [1]), after which the energy equation can be solved 
using the velocity profiles previously obtained from the hydrody
namic calculations. Under the assumptions of [1], the energy equa
tion, for an axisymmetric flow in the entry region of an annulus 
with a rotating inner cylinder, is 

dt dt 
Vr^T + Vz7T 

r dr Or 

= a - —(r— )1 lr dr drn (1) 

in which the axial diffusion is neglected. The following two ther
mal boundary conditions have been considered in this investiga
tion. 

Case (a): The outer wall is isothermal while the inner wall is adi-
abatic i.e., 

Leeds 
1 Mechanical Engineering Department, the University of Leeds 

England. 
2 Mechanical Engineering Department, the University of Leeds, Leeds, 

England; on leave from Alazhar University, Cairo. 
3 Numbers in brackets designate References at end of technical brief. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI

ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat. 
Transfer Division March 14,1974. 

560 / NOVEMBER 1974 Transactions of the ASME 
Copyright © 1974 by ASME

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



for z s 0 and r = r%, t = tu 

dt 
for z s 0 and r 

dr 
(2) 

for z = 0 and ri < r < r 2 , f = t0 

Case fb).' The inner cylinder is isothermal while the outer cylin
der is adiabatic i.e., 

for z a 0 and r = ru t = /K 

8r 0 (3) 

for z = 0 and r , < r < r 2 , i — t0 

These thermal boundary conditions (a) and (b) correspond to 
the fundamental solution of the third kind according to the four 
fundamental solutions classified by Reynolds, et al. [3]. 

Now, using the previously determined axial and radial velocity 
profiles [1-2], the energy equation (1), associated with (2) or (3), 
has been solved by means of a simple implicit finite difference 
scheme [2]. 

R e s u l t s 
A complete set of results is given in [2], of which a sample will be . 

presented here. 
Tables 1 and 2 give the local Nusselt number and the mixing cup 

temperature for Pr = 0.7, at various axial positions from the en
trance for an annulus of radius ratio 0.85. The results are present
ed for Re2/Ta = 0.5, 1 and " ( the stationary walls case). These were 
obtained using the same axial and radial mesh sizes in the numeri
cal calculations so that the order of error magnitude would be the 
same at all values of Re2/Ta. They show that decreasing Re2/Ta 
causes a slight increase in the local heat transfer coefficient and 
the mixing cup temperature, if the inner wall is the heated bound
ary and vice versa if the outer wall is the heated boundary. 

D i s c u s s i o n 
Although the above effects are slight, they can be attributed to 

the following significant reason. The effect of inner cylinder rota
tion on the laminar heat transfer characteristics (Nu( and 0m) in 
an annulus derives from the effect of the rotating core on the de

velopment of both the axial and radial velocity components. These 
are the components responsible for transferring thermal energy 
from the heated boundary to the fluid and, therefore, are the only 
two components appearing in the energy equation. 

Since a reduced effect of a rotating core on the development of 
both the axial and radial velocity components is expected as Re2/ 
Ta attains high values [1], it.has been found that the difference be
tween the heat transfer characteristics for the stationary walls case 
(Re2/Ta = <*>) and for Re2/Ta 10 is very slight (maximum value of 
about 0.2 percent for radii ratios 0.3 < N < 0.955). However, with 
lower values of Re,2/Ta, the effect of a rotating core on the develop
ment of the axial and radial velocity components and hence on the 
heat transfer parameters becomes increasingly significant due to 
the effect of inner wall rotation on the pressure distribution. This 
effect causes the axial velocity profiles to be skewed inward as Re2/ 
Ta decreases [1, 4]. Hence, in the entrance region, the inner cylin
der rotation causes the axial velocity boundary layer developing oh 
the outer wall to be thickened while the inner wall axial velocity 
boundary layer diminishes. The increase in the outer wall and the 
decrease in the inner wall velocity boundary layer thicknesses de
rives from the fact that the inner cylinder rotation causes the axial 
pressure gradients in the outer and inner wall boundary layers to 
be decreased and increased, respectively. As the resistance to heat 
transfer between a heated boundary and a fluid is mainly due to 
the boundary layer, the effects of inner cylinder rotation on these 
two boundary layers cause a reduction in heat transfer if the outer 
wall is heated and vice versa. Thus, the heat transfer characteris
tics in the entrance region will be affected by the inner cylinder 
rotation differently from when the flow is hydrodynamically and 
thermally fully developed in an annulus of the same radius ratio. 
In the latter case, it is expected that, at core speeds insufficient to 
generate Taylor vortices, the local heat transfer coefficient, Nu,, 
will remain constant at its fully developed value. 

Finally, it should be noted that the solution for Re2/Ta = 0.5 in 
the tables is available up to a certain axial point in the entrance re
gion, after which it starts to diverge from the laminar solution. 
This divergence appears as the radial velocity component starts to 
increase instead of decaying as in the laminar flow solution. This 
effect has been found for all values of Re2/Ta < 1, but the point at 
which the solution starts to diverge always moves toward the en
trance as the value of Re2/Ta decreases. The finite difference 
scheme used in the analysis [1] has been checked in [2] by means of 
the available numerical stability theories summarized in [5] and 

Table 1 Local Nusselt number at various axial positions for an annulus 
of-N = 0.85 with various values of ReVTa 

6 X 103 

0.025 
0.125 
0.250 
1.000 
4.000 

16.000 

R e V T a = 
0.5 

16.690 
9 .837 
7 .728 

N u , 
Case (a) 

R e V T a = 
1 

16.730 
9 .888 
7 .797 
5 .340 
4 .704 
4 .736 

R e 2 / T a = 
CO 

16.777 
9 .946 
7 .856 
5 .399 
4 .748 
4 .737 

R e 2 / T a = 
0.5 

21 .115 
10.960 

8 .798 

NU! 
Case (6) 

R e V T a = 
1 

20 .813 
10 .754 

8 .401 
5 .769 
5 .057 
5.006 

R e V T a = 
CO 

20 .469 
10 .524 

8 .232 
5 .692 
5 .017 
5 .006 

Table 2 Mixing cup temperature at various axial positions for an annulus 
of N = 0.85 with various values of Re2/Ta 

X 103 

0.050 
0 .125 
0 .250 
1.000 
4 .000 
6 .000 

R e V T a = 
0.5 

0 .04938 
0.07657 
0.10970 

Case (a) 
R e V T a = 

1 

0 .04944 
0 .07674 
0 .11035 
0.23968 
0.53739 
0.93368 

R e V T a = 
CO 

0.04950 
0 .07693 
0 .11076 
0 .24115 
0 .54090 
0.93450 

R e 2 / T a = 
0.5 

0 .04067 
0.06716 
0 .09977 

Case (b) 
R e V T a = 

1 

0.04032 
0.06635 
0.09773 
0.21915 
0.50594 
0.91499 

R e V T a = 
CO 

0.03989 
0 .06543 
0.09623 
0.21602 
0.50166 
0 .91393 
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shown to be stable for all mesh sizes and any values of Re2/Ta, as 
long as the downstream axial velocity is non-negative. The fol
lowing points may confirm that the phenomenon of a nonexistant 
laminar solution, which occurs after a certain axial length, at low 
values of Re2/Ta, is not linked with a numerical instability but 
rather it may be a physical instability. 

1 Astill and Chung [4], using a velocity ratio Ori/o2 as a pa
rameter, found the same effect in a recent momentum analysis, 
which predicts solutions up to the closing point of the two axial 
boundary layers. 

It should be noted that even though the momentum integral 
analysis of [4] employs a Runge-Kutta integration procedure of or
dinary differential equations, which is different from the finite-
difference approximations of partial differential equations used in 
this investigation, the same conclusion appears. 

2 Schlichting [6], investigating laminar flow around a rotating 
body of revolution in an axial air stream, included a velocity ratio 
(tangential to axial) as a parameter in an integral-momentum 
analysis; a similar result (which was attributed to a boundary layer 
separation due to high centrifugal forces at high values of the tan
gential to axial velocity ratio) was obtained i.e., laminar solutions 
are available for values of tangential to axial velocity ratio lower 
than certain critical values. 

3 Since the boundary layer equations [1] merely represent a 
mathematical model describing laminar flow conditions at reason
ably large Reynolds numbers, the previous discussion implies that, 

A Compact Design of Shell and 
Tube Heat Exchangers 

R, Rajasekaran1 and P. A. Lytle1 

Introduction 

Shell and tube type heat exchangers have long been used in 
several applications. Sizes of heat exchangers commonly used 
vary from fairly small to very large depending on the application. 
A common application of a shell and tube heat exchanger is for 
cooling lubricating oil in diesel engines. A reduction in oil cooler 
size is advantageous for the application of diesel engines in 
trucks. A typical oil cooler for diesel engines has the cooling water 
flowing through the tubes with the lubricating oil flowing on the 
shell side. Usually there are several baffles on the shell side to 
provide a circuitous path for the oil. Considerable work has al
ready been done in analyzing and testing the shell and tube heat 
exchangers. Correlations for the shell side and tube side heat 
transfer coefficients, analytical techniques to predict the heat 
transfer and pressure drop characteristics of shell and tube heat 
exchangers, etc., are available in the literature. Good examples 
will be found in the references [1, 2, 3].2 

Heat exchanger manufacturers try to reduce the size of the oil 
cooler without increasing cost or reducing effectiveness. Plate 
type oil coolers and fin and tube oil coolers are two examples of 
attempts to obtain a compact lubricating oil cooler for diesel en
gine applications. Most of these new oil coolers have higher oil 
pressure drop or higher costs of both when compared to the con
ventional shell and tube type oil coolers. The design of a shell and 
tube oil cooler which gives about 50% increase in heat transfer 
rate without any increase in pressure drop is described here. 

1 Senior Engineer, Cummins Engine Co., Columbus, Ind. 
2 Numbers in brackets designate References at end of technical brief. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI

ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division, April 12, 1974. 

at values of Re2/Ta < 1, the laminar flow represented by these 
equations will not exist over the entire development length and 
that a type of flow which cannot be represented mathematically 
with the same differential equations will occur before the flow 
reaches full development. Since the parameter Re2/Ta, which is in
cluded in the present analysis, has a physically significant meaning 
in that it represents the ratio between the inertia and centrifugal 
forces, this discussion indicates that, if the centrifugal forces are 
greater than the inertia forces, a laminar solution will not exist 
over the entire development length. 
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New Oil Cooler Design Compared to The Conventional 
Design 

Conventional oil coolers have water tubes which pass through 
the holes in the baffles and which are soldered to the end plates. 
This cooler bundle is then assembled in a housing which is the 
"shell." In a given bundle volume, the heat transfer rate can be 
increased by increasing the surface area. This could be achieved 
by: 

1 using larger diameter tubes; 
2 increasing the number of tubes; 
3 using fins on the oil side. 
All of these methods of increasing the oil side heat transfer area 

involve inherent penalties. Some examples are: 
1 using larger diameter tubes requires larger holes in baffles 

and end plates which weaken these components; 
2 using more tubes or fins 
(a) increases the number of solder joints in the cooler; 
(b) increases the oil pressure drop; and 
(c) possibly increases the cost. 
The new design provides a method of using larger outside di

ameter tubes without any of these problems. 
The details of the tube used in the new design are shown in Fig. 

1 and described in Table 1. 
The standard oil cooler has 172 water tubes made of 0.25 in. 

OD copper tubes. The new cooler has 185 tubes made of 0.320 in. 
OD copper tubes. To avoid making larger holes, and thus weak
ening the end plates, the tubes in the new design are necked 
down in the ends to about 0.24 in. dia. No transverse baffles are 
used in the new design on the oil side. Large diameter tubes re
duce the oil side flow area and an increase in oil pressure drop re
sults. To overcome this difficulty, most of the tubes are dimpled 
which increases the oil flow area. The pressure drop is further 
kept to a minimum by decreasing the number of passes on the oil 
side. Two passes are made in the new cooler compared to six in 
the conventional cooler. Two center rows have plain tubes with a 
nominal clearance of 0.005 in. between them for about 75 percent 
of the depth. This tube arrangement acts as a longitudinal baffle 
for oil flow. Oil enters the heat exchanger on one side of the "baf
fle" arrangement along the entire length of the cooler and leaves 
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shown to be stable for all mesh sizes and any values of Re2/Ta, as 
long as the downstream axial velocity is non-negative. The fol
lowing points may confirm that the phenomenon of a nonexistant 
laminar solution, which occurs after a certain axial length, at low 
values of Re2/Ta, is not linked with a numerical instability but 
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rameter, found the same effect in a recent momentum analysis, 
which predicts solutions up to the closing point of the two axial 
boundary layers. 

It should be noted that even though the momentum integral 
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difference approximations of partial differential equations used in 
this investigation, the same conclusion appears. 
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(tangential to axial) as a parameter in an integral-momentum 
analysis; a similar result (which was attributed to a boundary layer 
separation due to high centrifugal forces at high values of the tan
gential to axial velocity ratio) was obtained i.e., laminar solutions 
are available for values of tangential to axial velocity ratio lower 
than certain critical values. 

3 Since the boundary layer equations [1] merely represent a 
mathematical model describing laminar flow conditions at reason
ably large Reynolds numbers, the previous discussion implies that, 
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at values of Re2/Ta < 1, the laminar flow represented by these 
equations will not exist over the entire development length and 
that a type of flow which cannot be represented mathematically 
with the same differential equations will occur before the flow 
reaches full development. Since the parameter Re2/Ta, which is in
cluded in the present analysis, has a physically significant meaning 
in that it represents the ratio between the inertia and centrifugal 
forces, this discussion indicates that, if the centrifugal forces are 
greater than the inertia forces, a laminar solution will not exist 
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New Oil Cooler Design Compared to The Conventional 
Design 

Conventional oil coolers have water tubes which pass through 
the holes in the baffles and which are soldered to the end plates. 
This cooler bundle is then assembled in a housing which is the 
"shell." In a given bundle volume, the heat transfer rate can be 
increased by increasing the surface area. This could be achieved 
by: 

1 using larger diameter tubes; 
2 increasing the number of tubes; 
3 using fins on the oil side. 
All of these methods of increasing the oil side heat transfer area 

involve inherent penalties. Some examples are: 
1 using larger diameter tubes requires larger holes in baffles 

and end plates which weaken these components; 
2 using more tubes or fins 
(a) increases the number of solder joints in the cooler; 
(b) increases the oil pressure drop; and 
(c) possibly increases the cost. 
The new design provides a method of using larger outside di

ameter tubes without any of these problems. 
The details of the tube used in the new design are shown in Fig. 

1 and described in Table 1. 
The standard oil cooler has 172 water tubes made of 0.25 in. 

OD copper tubes. The new cooler has 185 tubes made of 0.320 in. 
OD copper tubes. To avoid making larger holes, and thus weak
ening the end plates, the tubes in the new design are necked 
down in the ends to about 0.24 in. dia. No transverse baffles are 
used in the new design on the oil side. Large diameter tubes re
duce the oil side flow area and an increase in oil pressure drop re
sults. To overcome this difficulty, most of the tubes are dimpled 
which increases the oil flow area. The pressure drop is further 
kept to a minimum by decreasing the number of passes on the oil 
side. Two passes are made in the new cooler compared to six in 
the conventional cooler. Two center rows have plain tubes with a 
nominal clearance of 0.005 in. between them for about 75 percent 
of the depth. This tube arrangement acts as a longitudinal baffle 
for oil flow. Oil enters the heat exchanger on one side of the "baf
fle" arrangement along the entire length of the cooler and leaves 
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Fig. 1 Detail of the tube used in the new shell and tube type oil cooler 
design 
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- TWO CENTER ROWS OF PLAIN TUBES 

ACT AS BAFFLES, NOMINAL CLEARANCE 

BETWEEN THESE TUBES IS 0,005". 

OIL OUTLET 

on the other side as shown in Fig. 2. The new oil cooler has con
siderably more heat transfer area in the same bundle volume. 

Due to the nature of the oil flow in the cooler, a new housing 
was designed and machined. Slots are provided along the length 
of the housing in order to facilitate oil entry and exit. Manifolds 
are provided to facilitate the oil flow through long narrow slots in 
the housing. These manifolds and slots in the housirfg for entry 
and exit provide uniform oil flow distribution through the bundle. 

Test Results 
The oil cooler test bench consisted of an oil loop, a water loop, 

an oil heater, and the necessary instrumentation to measure the 
heat transfer rates and the pressure drops. The tests were con
ducted at three oil flow rates and three water flow rates. SAE 20 
lubricating oil was used in all the tests. Comparative heat trans
fer and oil side pressure drop data are contained in Fig. 3. The 
waterside pressure drop is essentially the same in both the cool
ers. The heat transfer rate observed in the new cooler is higher by 
47 percent at the lowest flow rates and by 55 percent at the high
est flow rates compared to the conventional cooler. The new cool
er shows slightly lower oil pressure drop than the conventional 
cooler. The increased heat transfer rate is attributed to the in
creased heat transfer area built into the new design and to the 
possible increase in turbulence on both the oil and water sides 
caused by the dimples in the tubes. This increase in heat transfer 
is achieved without any penalty in the form of increased pressure 
drop. 

The clearance between tubes in the conventional cooler is 0.056 
in. The nominal clearance between tubes in the new design is 
0.005 in. excluding the clearance provided by the dimples. It is 
clear that the oil velocity in the new cooler will be higher if di
mples are not provided, even though the number of passes in the 

Table 1 Comparison of t he geometrical features 
of t he new oil cooler core and t h e convent ional 
oil cooler core 

T u b e bundle d iameter 
T u b e bundle length 
Tube outside d iameter 
N u m b e r of tubes 
Hea t transfer area 
N u m b e r of baffles 

New design 
shell and t ube 

oil cooler 

4 .985 in. 
8 .0 in. 
0 .320 in. 
185 
1488 in.2 

Zero 

Convent ional 
shell and t u b e 

oil cooler 

4 .985 in. 
8 .0 in. 
0 .25 in. 
172 
1080 in.2 

Five 

NEW OIL COOLER 

Fig. 2 Oil flow paths in the conventional and the new oil coolers 

new cooler is two compared to six in the conventional cooler. The 
depth of the dimples can be varied as desired until the oil veloci
ty is reduced to a level where the oil pressure drop is the same as 
in the conventional cooler. 

The bench test data obtained on the new oil cooler were used to 
obtain a correlation. Essentially the new cooler has two passes on 
the oil side, each pass being a cross flow heat exchanger. Correla
tions available in the literature [3] were used to calculate the wa
terside heat transfer coefficient. The dimples in the tubes could 

°A: CONVENTIONAL OIL COOLER DESIGN 

aB:NEW OIL COOLER DESIGN 

— WATER INLET TEMPERATURE 185 F 
— OIL INLET TEMPERATURE 215 F 
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Fig. 3 Comparison of performances of identical size oil coolers of con
ventional design and new design 
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affect the waterside heat transfer coefficient as well as the oil side 
heat transfer coefficient. Since the performance of the oil cooler is 
usually limited by the oil side, the effect of dimples on the wat
erside heat transfer coefficient was neglected. The bench test data 
were used to obtain a correlation for the oil side heat transfer 
coefficient. The well known form of convective heat transfer cor
relations is: 

Nu = c R e " P r m 

where 
Nu = oil side Nusselt number based on the nominal outside 

diameter of the tube 
Re = oil Reynold's number based on the nominal outside di

ameter of the tube 
Pr = oil Prandtl number 

c,n, m = constants to be chosen to match the experimental data 

It was found that the values of 0.4224, 0.6360, and 0.3333 for c, 
n, and m, respectively, give a correlation with the bench test data 
within ±5 percent. 

C o n c l u s i o n s 
Necking the tube in the ends permits the use of larger diameter 

tubes in the same core volume. This gives a higher heat transfer 
area/core volume ratio for the shell and tube heat exchanger. Di
mples in the tubes can be made to required depth to keep the 
shell side fluid pressure drop within allowable limits while the in
creased number of tubes helps to keep the tubeside pressure drop 
within allowable limits. 
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and 

A Mathematical Model for Transient 
Subchannel Analysis of 
Rod-Bundle Nuclear Fuel 
Elements1 

P. Buettiker.2-3 The objective of the paper by Rowe, as stated 
in the Introduction, is timely and worthy of support. In the exe
cution of this objective, however, so many fundamental errors are 
made that its physical meaning becomes questionable. 

First, consider his assumptions. The treatment of the two-
phase flow is apparently based on a homogeneous flow model, 
which is indicated by the use of one-phase equations. This con
tradicts assumption 1, where two-phase flow is specified. The er
rors introduced by doing this are not mentioned. The assumption 
of slip flow in a rod bundle cannot be made because a mix of solid 
arid free fluid boundaries define subchannels. Slip flow, because 
of the absence of lateral gradients, would not permit radial mo
mentum transfer. Rowe's second assumption specifies the sub
channel density as a function of dependent and independent vari
ables, violating thermodynamic principles. Basic assumption 3 
fixes the coupling of adjacent subchannels by means of two types 
of lateral mixing mechanisms. Since the flow is basically in the 
axial direction one should expect that adjacent subchannels are 
coupled by the boundary conditions at the subchannel bounda
ries, involving the axial velocity and its derivatives. In the ab
sence of the knowledge of the lateral velocity distribution and its 
derivatives, because of assumption 1, one should think that infor
mation to link subchannels must come from detailed experimen
tal investigations. 

Assumption 4 contradicts assumption 1, because it implies exis
tence of transverse velocities. The application of the assumptions 
just discussed to the three conservation equations leads to more 
surprises. 

Starting with the continuity equation for one-phase flow, one 
has 

To obtain a term 

±{pu)+^{Pv) 
dz 

{pw) = 0 

A, 

as Rowe does in his equation (1), one must require that 

p *f(y,z) and u * f{y,z) 
such that 

/ / at 
dydz=A;^ 

(1) 

(2) 

(3) 

(4) 

1By D. S. Rowe. published in the May 1973 issue of the JOURNAL OF 
HEAT TRANSFER, TRANS. ASME, Series C, Voi. 95, No. 2. pp. 211-217. 

2 Senior R&D engineer, Swiss Federal Institute for Reactor Research 5303 
Wiirenlingen, Switzerland. Mem. ASME. 

3 The opinions expressed here are solely those of the author. 

/' r dp,(x,t)u,(x,t) 
A, &X 

dy dz = A 3(pUj) 
Ox 

dm, 
dx~~ 

where Rowe apparently defines 

fflj = PtA-iUi 

The continuity equation then becomes 

A 
dp, dm, 

' at ax 
= 0 

(5) 

(6) 

(7) 

Contrary to my equation (3) and his assumption 1, Rowe as
sumes w,j is not zero. Furthermore, the dimension of wtj, a mass 
flow per unit length, has no physical meaning. On purely mathe
matical grounds, one has to object to replacing the lateral compo
nents of the divergence of the velocity vector by wtj. Doing this 
means that the simultaneous satisfaction of all boundary condi
tions relevant to the continuity equation is not possible and that, 
therefore, the solutions of the equation simplified by wij have no 
physical meaning. 

A look at Rowe's energy and momentum equations reveals a 
host of other wrong manipulations with differential equations. As 
an example, the order of both differential equations for conserva
tion of energy and momentum is reduced. Thus, the necessary 
boundary conditions cannot be satisfied and solutions of Rowe's 
equations (2) and (3) are physically meaningless. If integral func
tions, such as Nikuradse's friction equation, or Dittus-Boeiter's 
Nusselt number relationship, are to be used, they can only be in
troduced within the framework of integral equations over the 
whole flow region. In fact, this is what Rowe is really trying to do 
—write balances over finite control volumes and account for ex
change of momentum and energy between subchannels from ex
periment. He has lost all means of predicting such exchanges by 
averaging the Navier-Stokes equations over the finite control vol
umes. In view of all the errors and wrong mathematical manipu
lations one should ask: What does the numerical output of the 
COBRA III computer code, which is based on the erroneous equa
tions in the paper under discussion, then mean? 

Author's Closure . 

Dr. Buettiker has interpreted the assumptions of the paper in a 
way that leads him to erroneous conclusions. 

Consider the general integral form of the continuity equation 
[13]4 for one-phase flow 

£ fff pdV + ff pv • ndA=0 (1) 

where dV is a differential volume, dA is the differential surface 
area, p is the local density, u is the local velocity vector, and ft is 
the outward pointing normal to the surface. Integrate over the 
control volume as shown in Fig. 1. Consider flow through the top, 
bottom, and through only one lateral surface (rod gap) for now. 
The result is 

jFJSJpdAidX-JJPudAl\x + 

J J pud A, I + ffpvdsdx (2) 

where u and u are the axial and lateral velocities, respectively, 
through the control surfaces. 

Define 

Pi =A~Kx JJfPdAidx 

m, = J J pudA, 

(3) 

(4) 

1 Numbers in brackets designate Additional References at end of discus-
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/ / p ^ i 

//pudA f 

Fig. 1 Subchannel control volume for continuity 

and 

W;,- = T~ 11pvdsdx (5) 
" A.xJJ 

where pi is the subchannel average density, mi is the flow rate, 
and W/j is the average crossflow per unit length from subchannel i 
to subchannel j . Substituting the integrals into equation (2), di
viding by Ax and in the limit as Ax —>• 0, the result is the equa
tion 

This is the equation of continuity given by equation (1) of the 
paper. Applying the same method to a differential cube of volume 
Ax Ay Az for three-dimensional flow gives the classical form of 
the continuity equation presented by Buettiker as equation (1). 
The mass flux mi/At can be interpreted as the one-dimensional or 
average mass flux for simple channels. This does not deny the ex-
istance of lateral gradients in density or velocity. Contrary to 
Buettiker's allegation, the crossflow per unit length is physically 
meaningful and represents the average lateral mass flux through 
the area sAx. Equation (6) is generalized in the paper to consider 
additional lateral flow connections by using the [S]T matrix. This 
matrix is equivalent to a lateral finite difference operator. It pro
vides the necessary lateral coupling and lateral boundary specifi
cation. This generalization also applies to the energy and axial 
momentum equation and, after introduction of the continuity 
equation, yields the equations presented in the paper. 

Contrary to Buettiker's claim of wrong manipulations, the 
equations are treated correctly within the "lumped parameter" or 
integral equation concept. Microscopic details are considered by 
using integral relationships for friction factors, lateral mixing 
coefficients, etc. As Buettiker points out, these can only be intro
duced within the framework of integral equations over finite con
trol volumes. This is in fact what was done in the paper. The fi
nite difference forms of the equations are macroscopic control vol
ume equations. 

The use of the simplified transverse momentum equation can 
be justified for flow moving primarily in the axial direction. This 
is a good assumption for many rod bundle problems and is simi
lar to the assumption used to develop the boundary layer equa
tions. Only where the crossflow is changing rapidly with position 
does the assumption break down and this is often only a local 
phenomenon. Crossflow inertial effects can be included through 
the use of a semiempirical crossflow resistance function [14]. De
velopment of more complete transverse momentum equations for 
subchannel analysis is the subject of ongoing work. 

The two-phase flow model used in the paper is adapted from 
that of Meyer [6]. It allows the averaged equations of a two-phase 

flow mixture to be written as a variable density fluid with an 
equation of the same form as for one-phase flow. For the continui
ty example presented previously, the definitions (3) through (5) 
can be replaced by 

Pi = j ^ / / / I P , « + P / d " «) ] M,dx (7) 

mt = jj[pgusa + Pft<f<\ ~ <x)]dA, (8) 

and 
1 r r 

wu = ^ J J [Pevea + PfVfiX - a)} dsdx (9) 

where pg is the vapor density, pf is the fluid density, and a is the 
local, time average, void fraction. 

These definitions admit slip flow, density gradients and veloci
ty gradients; however, their local values are not determinable be
cause of the averaging. Local values to specify transport through 
subchannel interfaces must come from assumption or experiment. 

The definition for density is the same as that used for pipe flow 
and, contrary to violating thermodynamic principles, it admits 
the existence of thermal nonequilibrium. While it is true that 
density is function of enthalpy only at a reference pressure for 
Meyer's model, mathematical models for nonequilibrium effects 
such as subcooled voids [15] can introduce the independent vari
ables x and t in addition to other dependent variables. 

Channel average definitions can also be made for the energy 
and momentum equations. The use of Meyer's equations allows 
for slip flow through the use of "effective densities" for energy 
and momentum transport. 

The subchannel analysis concept is in wide use [1, 3, 4, 16, 17, 
18, 19, 23]. Comparisons between calculations and experiments 
are in good agreement for single-phase flow [7, 8, 9, 18, 19, 20, 22], 
thus giving confidence to the subchannel approach. The same 
principles apply to two-phase flow where the equations can be 
written as a variable density fluid. Experimental evidence shows 
that this is a reasonable approach, especially for high pressure 
when the departure from homogeneity is small. Areas of disagree
ment have pointed out how two-phase flow and mixing models 
could be improved [7, 9, 20, 21, 22, 23] rather than discrediting 
the basic approach. For the near future it would seem that sub
channel models will continue to be used for rod bundle analysis. 
As more detailed knowledge is obtained from experiments, two-
phase flow models will be improved and empirical data will be 
developed to allow a wider range of application. In the future it 
may be possible to develop a more microscopic model, thus re
duce the requirements for assumptions and empirical data. 
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